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Latency improvements due to TTI Reduction
1. Introduction

This document demonstrates additional results to those presented at GERAN 28 [1], focusing on an e-mail application. Updated results for ping and web-browsing are also shown. In fact, the EGPRS radio protocol simulator has been modified so that RLC/MAC control messages are sent as today (using 20ms CS1 radio blocks), irrespective of the TTI.
2. Modeling assumptions 
The simulation model used is identical to the one described in [1] using the same configuration apart from a few modifications described below.
Uplink and downlink delays between RLC entities in MS and PCU include delays of air (Um) and Abis interfaces, PCU and BTS buffers. Four simulation scenarios are used in the study. Scenario A is set up based on the delays measured with real equipment. Scenario C corresponds to the estimation of the delays in a Rel-7 network when a TTI of 10ms is used; smaller delays in PCU buffer are assumed in a Rel-7 network as can be seen in Table 1. The scenarios B and D respectively correspond to scenarios A and C when the PCU functionality is transferred from the BSC to the BTS: these scenarios are only used as reference and for completeness. 
The model used in [1] did not distinguish between RLC/MAC control blocks and RLC/MAC blocks for data transfer when a TTI=10ms was used. All blocks were sent with this TTI. A more accurate assumption is that the TTI of control messages remains 20 ms while the RLC/MAC blocks for data transfer are delivered within 10 ms (note that this is possible only when an RLC/MAC block can be interleaved over 2 PDTCHs). The simulator was changed to reflect this situation. In consequence, the UL and DL delays had to be adjusted in comparison to the delays used previously. The delays are summarized in Table 1. The values within parenthesis represent the transmission delay of an RLC/MAC block when 10 ms TTI is applied.
Table 1: UL and DL delays

	TTI
	Scenario
	PCU Buffers [ms]
	Abis [ms]
	BTS Buffers [ms]
	Air [ms]
	Total Delay [ms]

	
	
	DL
	UL
	DL
	UL
	DL
	UL
	DL
	UL
	DL
	UL

	20ms
	A
	30
	30
	20
	20
	20
	0
	20
	20
	90
	70

	
	B
	0
	0
	0
	0
	20
	0
	20
	20
	40
	20

	10ms
	C
	10
	10
	10
	10
	20
	0
	20 (10)
	20 (10)
	60 (50)
	40 (30)

	
	D
	0
	0
	0
	0
	20
	0
	20 (10)
	20 (10)
	40 (30)
	20 (10)


3. Performance characterization

This clause includes supplementary simulation results for Ping and Web browsing applications to the results presented earlier in [1]. In addition, the performance of an e-mail application utilizing Simple Mail Transfer Protocol (SMTP) and Internet Message Access Protocol (IMAP) in terms of download/upload delays for above mentioned scenarios is assessed.
3.1 Ping
The RTT delays obtained from the simulations with the improved model are shown in Table 2. The Active RTT and Idle RTT are a bit larger in comparison to the results presented previously [1]. In case of Idle RTT, the difference is about 100 ms. The Active RTT values are about 10 ms larger. The reason for these differences is the new implementation of RLC/MAC block transmission, which allows the utilization of 10 ms TTI only for RLC/MAC blocks for data transfer. As can be seen from the table, scenario B and D show the same Idle RTT because they have the same UL and DL delays for control messages (see Table 1).
Table 2: RTT of Ping (in seconds)
(payload 36B, RLC ACK mode, C/I = 9 dB)
	TTI
	Scenario
	Idle RTT [s]
	Active RTT [s]

	
	
	min
	avg
	max
	min
	avg
	max

	20ms
	A
	0.711
	0.819
	1.444
	0.211
	0.352
	2.799

	
	B
	0.411
	0.489
	1.013
	0.111
	0.235
	1.711

	10ms
	C
	0.531
	0.604
	1.133
	0.141
	0.253
	1.615

	
	D
	0.411
	0.460
	0.833
	0.101
	0.227
	0.824


3.2 Web browsing
Simulations of a web browsing application utilizing HTTP/1.0 were carried out with the improved simulation model for purpose of comparison with [1]. These results show a reduced gain of TTI=10ms compared to earlier simulations. The conclusions reached in [1] still hold and are amplified. For HTTP/1.0 a reduced TTI does not yield a visible improvement on download times. A reduced TTI was previously assessed as not being useful for HTTP/1.1 with pipelining.
[image: image1.emf]0

2

4

6

8

10

12

14

16

18

0 1 5 10 18 28 41 55 72

Page size [kB]

Download time [s]

A

B

C

D


Figure 1: WWW download time (HTTP/1.0, TU3iFH, C/I = 15 dB)
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Figure 2: WWW relative gains vs. scenario A

[image: image3.emf]0.0

0.5

1.0

1.5

2.0

2.5

3.0

0 1 5 10 18 28 41 55 72

Page size [kB]

Gain [s]

B

C

D


Figure 3: WWW gains in seconds vs. scenario A

3.3 E-mail
An e-mail application utilizes different protocols for sending and receiving of e-mails. SMTP is intended for transfer of e-mails created by a user to a SMTP server, which takes care of the delivery of the e-mails to recipients. E-mails are not delivered to a user’s e-mail application directly. Instead, they are stored at a server in a user’s inbox from where they are retrieved by e-mail client application by help of IMAP. Thus, the e-mail simulation model consists of two separate models. The first model simulates sending of e-mails according to SMTP. The second model simulates reading of e-mails stored at a server via IMAP.
3.3.1 SMTP
SMTP is described in [2]. The common SMTP session comprises the following steps. A user’s application establishes a TCP connection to the SMTP server. The server sends a greeting message. Then the application issues HELLO, MAIL, RCPT commands. Each of these commands is confirmed by a reply from the server. After that the application invokes sending of e-mail (header and body) by transmission of DATA command. The size of the header is estimated to be 400 bytes. Finally, the session is terminated upon the issue of QUIT command by the user’s application.
The e-mail size distribution is based on [4]. The distribution is described as follows
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where a = 0.68, b = 0.4, k1 = 1.8 kB,  = 1.25, k2 = 3.2 kB, = 0.8, k3 = 5.0 kB, = 0.3 and the point of truncation T was chosen to be 100 kB.

The e-mail transfer delays obtained from the simulation are shown on Figure 4. The delay represents the time spent in the whole session starting with TCP connection establishment to sending of QUIT command.
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Figure 4: E-mail transfer delays (SMTP, TU3iFH, C/I = 15 dB)
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Figure 5: E-mail transfer relative gains vs. scenario A
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Figure 6: E-mail transfer gains in seconds vs. scenario A
3.3.2 IMAP
The IMAP model is based on [3]. Like the SMTP session, the IMAP session also comprises the exchange of several commands. The common IMAP session can be described as follows. The user’s e-mail application connects to the remote server using TCP. The first command issued by the application is CAPABILITY, to which the server responses with the OK message containing the list of capabilities it implements. Then the user is logged on the server with the help of LOGIN command. The server answers with OK Response when the user is successfully logged. After that the application issues several LIST commands to determine the content of folders stored in the server. In the model the existence of the following folders is assumed: Delete Items, Drafts, Inbox, Outbox, and Sent Items. The OK Response to the LIST command also contains how many (un)read messages a folder contains. The application uses this information in order to retrieve the message headers with FETCH command. When the headers of all unread e-mails are retrieved by the application the model starts to simulate an e-mail reading process. The model assumes that all new e-mails are read one by one. The e-mail must be retrieved by the application before the user can read it. This retrieval process consists of issuing FETCH command to which the server responses by sending the whole e-mail. Then the user reads the retrieved e-mail and process with next new e-mail if there is any in the server. The session is terminated by the application sending LOGOUT command.
E-mail download time is measured as the delay between TCP connection establishment and a reception of a new e-mail (OK Response to FETCH command requesting whole e-mail). Figure 2 depicts the results obtained from the simulations.
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Figure 7: E-mail download (IMAP, TU3iFH, C/I = 15 dB)
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Figure 8: E-mail download relative gains vs. scenario A
[image: image13.emf]0.0

0.2

0.4

0.6

0.8

1.0

1.2

0 1 5 10 18 28 41 55 72

E-mail size [kB]

Gain [s]

B

C

D


Figure 9: E-mail download gains in seconds vs. scenario A

4. conclusions

This paper presents additional results to the results presented in [1]. A reduced TTI of 10ms is used for all RLC/MAC blocks for data transfer, however as opposed to [1] all RLC/MAC control blocks are sent in 20ms. The effect of a reduced TTI on an e-mail application is evaluated. The results are discussed with reference to scenario C (10ms TTI applied to a Rel-7 network).
The RTT values obtained from the Ping simulations demonstrate the impact of the changes made to the simulator. The scenarios B and D (PCU in BTS with 20ms and 10ms TTI respectively) have the same delay applicable for control messages that directly affects the delays related to TBF establishment procedure in case of scenario D. Therefore, the minimal Idle RTT values of these two scenarios are identical.

The Web browsing simulations conducted with the new version of the simulator show smaller gains. The relative maximum gain on scenario C compared to scenario A is about 15%. In this case, the download time decreases to about 1 second. The conclusions reached earlier are further amplified and confirm that a reduced TTI does not appear to be useful for web-browsing.
The simulations with e-mail application lead to a similar conclusion as for web-browsing; the reduction of the delays for upload and download of e-mails induced by a reduced TTI are not really visible. It is worth noting as well that the relative gain decreases as the e-mail size increases. 
Both the web-browsing and the e-mail simulation results show however that some relatively large gains can be expected from a reduced TTI for (very) small bursts of data (see results for very small emails, and very small web-pages). Even if altogether a reduced TTI does not yield visible gains for these applications, it could however show some benefit for applications characterized by (very) small bursts of data. This requires further evaluation. 
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