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1 Scope

This document describes an improved flow control mechanism on the Gb-interface based on QoS classes. The problem with the existing flow control mechanism is discussed and then the proposed solution to overcome the problem is described.

2 References

2.1 References

[1] 3GPP TS 48.018: "General Packet Radio Service (GPRS); Base Station System (BSS) – Serving GPRS Support Node (SGSN); BSS GPRS Protocol (BSSGP), (Release 4 )".

2.2 Abbreviations

BVCI
BSSGP Virtual Connection Identifier

MBR
Maximum Bit Rate 

PFC
Packet Flow Context

PFI
Packet Flow Identifier

QoS
Quality of Service

3 Introduction

In R99 of the standard, a new QoS handling is introduced between the BSS and the SGSN. The new PFC procedures optionally supported by BSSGP allows the system to fulfil the QoS requirements. The BSS receives from SGSN the complete QoS profile and is able to negotiate the QoS to a QoS profile that will be supported in the BSS. The BSS is also able to schedule the data flows for mobiles according to the agreed QoS.

The flow control mechanism between the SGSN and the BSS makes it possible to control the data flow per BVCI and per MS.

4 Problem

When only controlling the data flow per BVCI and per MS, congestion may occur in the BSS. A MS may have several PFC’s of different types and QoS to support several applications in the MS. If a MS has a flow running with low priority or slow PFC, the MS buffer in the BSS can be completely filled with data for that PFC. If the MS also starts a flow associated with a higher priority PFC, this flow will have to wait until RLC/MAC in the BSS  has sent some data from the MS buffer associated with the first lower priority  PFC. 

For example a MS has a Background flow running. Background is treated as a best effort service that is not expecting the data within a certain time. The BSS may decide to schedule the Background data flow very slowly or not at all for some time. The MS buffer in the BSS is filled with data for the Background data flow and the flow control has indicated a very low or zero bitrate on the Gb-interface to the SGSN. Then the MS starts a Streaming data flow with delay and throughput requirements. The SGSN will probably stop the Background data flow and only send the Streaming data. But the SGSN is not allowed to send data  associated with the higher priority PFC. It will then take long time before the BSS has emptied enough data in the MS buffer to allow PDU’s of the flow associated with the higher priority PFC to be sent over the Gb-interface to BSS. 

The problem is that the BSS does not know what type of data the SGSN wants to send. On the other hand the SGSN does not know what type of data that is stored in the MS buffer in the BSS.

A MS may have several PFC active in the BSS at the same time. The data flow for these PFC may come in bursts. In the BSS the aim is to have the MS buffers filled to a certain limit and controlling the data flow into the MS buffer according to the leak rate out of the buffer. When the data flow for each PFC comes in bursts the MS buffer is sometimes filled with data for PFC’s with low priority or low demands on bitrate/delay, and sometimes with data for PFC’s with high priority or high demands on bitrate/delay. But the SGSN does not know what kind of data the MS buffer contains. Therefore it cannot send data with high priority or high demands on bitrate/delay since the MS buffer in the BSS may already be full of such data. At the same time the BSS cannot do an exception to receive data with high priority or high demands on bitrate/delay since the BSS does not know what type of data the SGSN would like to send. The result of this is that the data flow for PFC’s with high priority or high demands on bitrate/delay might be limited such that the QoS requirements might not be fulfilled.

Another problem in the BSS is that if the SGSN is sending data for a PFC with higher bitrate than the allowed MBR, the BSS cannot control only the data flow for that PFC but also has to decrease the total data flow for that MS. This causes a decrease of the data flow for all PFC’s for a MS and some QoS requirements might not be fulfilled.
5  Proposed solution

A solution to overcome the above mentioned problems is to control the data flow per PFC/application of an MS in addition to controlling the data flow per BVCI and per MS over the Gb-interface. This means that the data flow per PFC/application of an MS can be treated separately within the SGSN, on the Gb-interface, within the BSS and over the air interface.

The BSS each PFC can have dedicated buffers and the flow to each PFC buffer is controlled on the Gb-interface. The SGSN will have information of the buffer size, buffer full ratio and buffer leak rate per BVCI, per MS and per PFC/application of an MS. With this information the SGSN may do a better scheduling of data and the BSS will not get buffer congestion.
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