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In Band Mid Call Codec Change Signalling

1.  Introduction

When the current codec (and associated radio bearer) that is used in an IMS call can no longer be supported
 then some action must be taken if the call is to continue. There are two main choices in this situation, if the call has been hitherto supported using Header Removal; either the PDCP mode may be changed to Header Compression (modifying the radio bearer to use a general equal error protection coding scheme), or the codec and radio bearer can be changed to one that is supported.

If the codec is to be changed, then this will have significance for both the local RAN proposing the codec change and the remote correspondent RAN. As the change is detected and requested by the RAN, it is complex to arrange for the proposal to be sent via SIP call control messages, as these messages are exchanged between the terminal and the P-CSCF directly; the BSC is not a party to them.

A number of alternatives to SIP signalling might be used to signal this proposed change. These all have the pre-requisite that the initial SIP call control signalling has completed with final session descriptions including more than one possible codec (or Active Codec Set). In such a situation, changing to another codec (or codec set) in mid-call will still leave the call control entities with a valid understanding of the media transfer being carried out; in effect, these changes are pre-agreed between the end nodes.

Although such a session description would seem to allow asymmetric RTP payload types to be used, this is not normally acceptable for a GERAN. It is assumed that the BSCs will be able to detect and reject such a situation; even if one of the end systems is attached to the fixed network (i.e. it is an Internet node) then this is unlikely to occur, as the majority of existing RTP implementations do not propose using different speech codecs in either direction of media traffic flow under normal conditions.

One approach to non-SIP signalling between the BSCs is to use additional RTCP messages to signal the proposed change of codec. Whilst this approach has several merits, it does require a separate channel to be created to carry this RTCP traffic between the RAN and its remote correspondent. This can be complex, particularly as the RTCP traffic is not carried over the air interface, so it is the proposing BSC that has to request this channel through the mobile network rather than the terminal that is attached to it.

The rest of this paper presents another approach that does not require this extra procedure; instead, the goal is to allow the BSC to signal to its remote peer by injecting a small number of RTP packets into the existing media stream it is sending on behalf of the local terminal.

2.  Requirements

During mid-call, a RAN may become aware that it can no longer support the use of a codec, even though this codec is currently in use; this may be through resource starvation or complete lack of support in a new area into which a caller has moved, or higher priority users requiring resources in a given area so causing an effective resource starvation.

The RAN is responsible for resource allocation and configuration. It will be responsible for initiating any change to the resources used to support a call. Similarly, its corresponding remote RAN is responsible for any reconfiguration needed to support a resource change that has end-to-end significance and so affects it. In both cases, the change is initiated from the RAN, with the Terminals being informed of the required change as needed.

It takes time for an end system (RAN + Terminal) to configure support for a given codec.

A new appropriate bearer may be required and may need to be allocated and signalled (using at least a Radio Bearer Modification procedure, and possibly a Cell Reselection procedure as well). It may be necessary for the media processor in the terminal (and possibly in the RAN-based PDCP processor) to initialise the new codec before use (so at least the Terminal may need some advance notice of the intended bearer and codec).

The remote end system may be incapable of supporting a codec proposed for use by its corresponding end system. Thus it is necessary to ensure that a proposed change can be rejected by the remote end system and to ensure that the proposing end system is aware of this rejection.

As a general principle, the same codec should be used in both directions at any one time during a call. Thus, even if a codec change is acceptable to the end systems, it is necessary that they both change their media encoding at the same time.

3.  Scheme Features

· Indicates in advance to remote media processor that a codec change is proposed

· Allows remote media processor to veto the proposed codec change

· Allows both end nodes to confirm that the codec change is agreed

· Allows end nodes to synchronise the codec change in both directions

· Needs no extra channel through network

· Uses little extra bandwidth

· Causes little or no disruption to an end node that is unaware of the scheme

4.  Scheme Procedures

A two phase coerced (explicit confirmed response) protocol is used. Two end points are assumed; a proposing system that initiates a proposed change, and a correspondent system that reacts to this proposal. These two end points are assumed to be exchanging media streams using RTP packet sequences in either direction.

4.1.  First Phase

In the first phase, a proposing system sends a signal to its remote correspondent by sending a single RTP packet containing a frame with empty content, a payload type that is associated with the proposed codec, and time stamp and sequence number field values reflecting the most recent values it has received from the remote correspondent’s media stream.

When the proposing system sends out its signal, a local timer is started. If this timer has expired before a response (either acceptance or rejection) is received from its correspondent, the proposing system sends out another signal, using the most recent values for time stamp and sequence number it has received from the correspondent at the point of sending the re-transmission.

Note that the signal consists of a single RTP packet with the new or proposed codec payload type value in both the first and the second phase of this transaction. The scheme actually assumes that detection of such a signal consists of noting the transition from a packet containing one payload to a packet containing the new payload type, and then back to a packet containing the old payload type. It is this “trailing edge” detection that is important.

Note also that, if no response has been received by the proposing system after a fixed number of re-transmissions have been sent, then the proposing system will assume either that there is a major network failure between it and the correspondent or that the correspondent does not support this pre-signalling scheme and will cease to retransmit its signal, deeming the transaction to have failed.

4.1.1.  Indication of Rejection or Acceptance

The remote correspondent, on receipt of this packet, has a choice. If it cannot support the proposed codec indicated in the packet, then it inverts the sequence number field value (leaving all other fields and content the same) and returns the packet to the proposing system. On receipt by the proposing system the transaction is terminated. If the correspondent accepts the change, then it returns the packet with no changes to the content.

Note that in this first phase the proposing system is active in dealing with intervening packet loss; it keeps a timer and re-transmits a signal as required, whilst the correspondent merely responds to incoming signals.

4.1.2.  “Glare” Detection and Resolution

Both end nodes may attempt to initiate a codec change at the same time. This condition, in which simultaneous requests are sent in both directions, is known as “glare”. It is possible for an end node to detect the difference between a response to a request that it has sent and an independent request for the same codec that has been sent from the remote correspondent; the timestamp and sequence number values will not reflect those sent by this node in an earlier request.

There are several choices for behaviour that could be defined in response to detection of such a condition. A simple approach is to analyse which proposal has the “lowest” timestamp value. If this is the one that the detecting node has sent earlier, then it will reject the incoming proposal from the remote node and continue as normal. If, however, the incoming request has the lowest value for the timestamp field, then the node can abandon its request and act as if it had simply received the remote request when in dormant state (i.e. it acts as if it were the correspondent node). It is assumed that, once a node is acting as the correspondent rather than the proposing node, it will not, itself, generate a proposal.

4.1.3.  Round Trip calculation

The time stamp and sequence number values within the transmitted Proposal signal are identical to those received by the proposing system at the time that the signal was sent. Thus when the correspondent receives this signal, it can calculate the current round trip time for the packets it sends out by comparing the current values it uses when sending its media packets with those received in the signal. Similarly, the proposing system will be able to calculate the round trip time by comparing the time stamp and sequence number values it is currently receiving in its correspondent’s media stream with those values returned in the response to its earlier Proposal signal.

4.1.4.  First Phase termination

The proposing system knows that this phase is complete by receipt of a response.

The correspondent knows when this first phase is complete by dint of not receiving a retransmission of the proposition signal after it has sent a response and within the re-transmission timer value (plus time of flight for the packet). As both systems can calculate the round trip time, the boundary of this “time window” can be estimated by the correspondent.

4.2.  Second Phase

In the second phase, the correspondent is responsible for dealing with packet loss, whilst the initial proposing system remains passive; in effect, the roles are reversed. The reason for arranging this is that the remote correspondent system may require a variable amount of time to prepare for the proposed change, and so it should be responsible for deciding when the change is executed.

There are some other differences from the first phase. The timestamp and sequence number values used are fixed; that is, if there is a need for re-transmission due to non-receipt of a response, the values for these fields are not updated to reflect the most recent values received but are instead left at the values current at the time that the initial signal was sent.

As before, however, if the correspondent does not receive a response from the proposing system after a fixed number of re-transmissions, then it will assume that there has been some failure and will deem the transaction failed.

4.2.1.  Codec Change Execution Timing

The reason for using fixed values for timestamp and sequence number fields is that the purpose of this second phase is to confirm (or commit) the codec change, and to set a time at which the change will be executed. By using timestamp and sequence number field values that reflect the current received values at the time that the confirmation signal was first sent, it will be possible for the recipient of this signal (the proposing system) to calculate the time at which the signal was sent, and so to have a common time reference. It already has an estimate of the round trip time at the end of the first phase of this transaction.

This means that, if the correspondent changes the codec used at a fixed time after sending the signal, then the proposing system can also calculate when this is, and so can change its codec at the same point. Using fixed values for these fields means that, even if retransmissions are required, the signal that finally arrives will reflect that original time point and so will allow the proposing system to calculate the time at which the codec should be changed.

4.3.  Inter-working with nodes that do not support this scheme

Using a single injected RTP packet as a signal or response also means that, if there is a sequence of more than one packet with the new payload type, the recipient can assume that this is merely an abrupt change to a new codec rather than an attempt at “pre-signalling”. Thus it is possible for a node supporting this scheme to inter-work with one that does not.

Similarly, if a node sends a signal to a correspondent but does not receive a response then after a number of such attempts it can assume either that there is a network failure or that the correspondent does not support the scheme. Assuming that it is otherwise receiving a media stream from the remote node, then the implication is that this scheme is not supported, and so it can either choose either to make an abrupt change to the codec it uses or try some other approach.

The side effect of this is that a node implementing this scheme may discard the first packet received containing a new payload type value on the assumption that it has been injected into the media stream; thus for simple implementations of this scheme the first packet using a new codec will be ignored even if it has been received from a node that does not support the scheme. This is not seen as a major problem and so attempts to avoid it are not warranted. However, if this does prove to be a problem then it can be avoided either by comparison of the time stamp with those in the packets before and after it in the received sequence (discarding it only if the packet does not “fit” into the sequence) or by buffering the received sequence by one packet.

4.4.  Support of Special Cases 

There may be situations in which a special codec is used to send a single packet (for example one containing Dual Tone Multiple Frequency coded data). To support such special packets it may be more convenient to detect the payload type associated with such information and treat it as a special case (removing it from the received media stream before signal detection processing occurs).

4.5.  Scheme Pre-requisites

This scheme relies on several features of RTP packet formats.

The payload type field is present in all RTP packets and indicates the format used for the payload of this packet. This is used within the scheme to signal a proposed new codec to be used in the future, and is also used in its normal role to indicate the interpretation of any payload for the current packet; this is a standard feature of RTP and is not changed by this scheme.

The RTP standard recommends that there be base values for the time stamp and sequence number fields so that, at the start of a media stream, these values will not start at zero (or any predictable values). The reason given in the standard for this requirement is that this makes known plaintext attacks by third parties on encrypted streams more difficult. However, the scheme proposed here can use this feature to ensure that a signal injected into a media stream is detectable as such rather than the result merely of corruption to the payload type field of a packet in transit.

The signal will have measurably different time stamp and sequence number field values from those packets either side of it in the transmitted media sequence. This is because it is unlikely that the same base values have been chosen by both end nodes for the initial values for their timestamp and sequence number fields, and so the likelihood of a packet being corrupted in such a way that the payload type has been changed, as well as the timestamp and sequence number field values, is low. If just the payload type value changes, whilst the timestamp and sequence numbers fit into the existing sequence, then this is probably a corruption and so can be discarded. As a result, it is possible to make the scheme resilient to corruption if needed.

4.6.  Security Issues

The result of receiving a signal by a node supporting this scheme may be significant. It will assume that it is engaged in a codec change transaction, and will attempt to confirm the change (i.e. it will enter phase two of the protocol exchange).  If, subsequently, the node receives a valid matching response to the signal it has sent as part of the phase two exchange, then it will assume that the codec change has been agreed and will occur at its proposed point in time. This can have two impacts; the codec used for the media stream it transmits will change, and there may well have been a re-configuration of the radio access to support this codec change. As well as occupying the Radio Access Network in time consuming procedures, the resulting codec change may cause the call to fail. Equally, it may be possible for a third party to inject a rejection packet that matches a transmitted proposal or confirmation signal, so causing the transaction to be assumed to have been rejected.

Thus, it is important that the network over which this scheme is used is protected; the risk of a malicious third party monitoring and injecting the appropriate packets should not be discounted, and can have a significant impact on the operation of the system in supporting calls. Several approaches can be used; either integrity protection of the media stream (or at least of the signals and response or rejection packets), or encryption of these packets can be applied. The alternative is for the network itself to be protected against unauthorised packet monitoring and injection either by physical security (i.e. providing no connection to untrusted nodes) or packet filtering mechanisms (e.g. firewalls).

4.7.  Protocol State Diagram

The following picture shows a simplified state diagram with the state transitions used in this in-band RTP signalling scheme. It is simplified in that it does not show “glare” detection and resolution transitions, nor does it show the transitions and state involved in a correspondent node not being able to support a proposed codec change (and so needing to return a proposal rejection).

Note that the transitions into P1 from Idle, and from C2 to C3, are gated on system-internal events (i.e. ones that occur outside of this protocol entity but within the local system); the first transition occurs when the system detects that a change in codec is needed (and so a Proposal to change to a given codec should be initiated). The other transition occurs when the RAN is ready to commit the codec change, and so is willing to “start the countdown” and inform the remote end system.

There are three timers used: T1 (Retransmission timer), T3 (Codec Change execution timer), and T2. Note that the T2 timer and associated transitions are used only to deal with a network failure in mid-transaction; it allows a proposing node that it waiting for a commit message to escape from this state if there has been a failure.

The constants FT1, FT2, and FT3 are used to initialise the timers.

There are several variables; L (which marks the limit on the number of retransmissions allowed before the transaction is deemed to have failed), TS and SN (used to hold the Timestamp and Sequence Number values captured at the start of the second phase), PT (holding the proposed payload type), and ToF (holding the calculated “time of flight” value).

The pseudo-variables CurrentRX.TS/SN and CurrentRx.TS/SN represent the most recent values for the Timestamp and Sequence Number fields that have been received by the end system or transmitted from that end system, respectively.

Commit.TS, Proposal.TS, and Resp.TS represent the values the Timestamp fields in Commit, Proposal, or Proposal.Response messages received by the end system. 
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� either through resource starvation (due to a user moving location in mid call or through re-allocation of resources to higher priority users), or through a caller moving into an area with no support at all for the current codec.
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