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1. Introduction

Studies presented in GERAN show that the system bottleneck in regard to the support of a large number of devices in the network is the capacity of AGCH. Issues with RACH overload have also been reported in live networks, although to a lesser extent. Proposals to change the (re)transmission rules of channel request messages have been discussed to improve the performance of the random access channel [2]

 REF _Ref285021220 \r \h 
[3], while another proposals aimed to overcome the problem of AGCH capacity by implicitly rejecting access request [4] or addressing multiple mobile stations in the assignment message [8]

 REF _Ref286238230 \r \h 
[9].
This document discusses the problem of overload on the CCCH and proposes a mechanism to avoid congestion.
2. Discussion
Analysis and simulations have shown that a significant amount of mobile stations fail in random access procedure due to capacity bottleneck of AGCH [5]. According to the current procedures, the mobile station retransmits the channel request message if a response is not received within a given time. The random access procedure fails after the mobile station has transmitted the maximum number of channel request messages without receiving a response to any of them. Broadcast parameters control the time between retransmissions of channel request messages and the maximum number of channel requests.

The problem with the scheme described above is that the mobile station performs several transmissions of channel request messages even if the number of pending requests is so high that it won’t receive a response in time. A proposal [4] was thus made to implicitly reject channel request attempts by piggy-backing the reject information in existing messages sent on AGCH. However, the implicit rejection described in [4] still requires the mobile station to transmit the first channel request message which may accentuate the RACH overload issues in some networks. In addition, overload situations, especially on the CN side, may generally be predictable or already known by the access network, thus it is questionable why send channel requests (even with a low priority indication) when it is known the requests cannot be satisfied anyway.

The following section thus describes a more optimal congestion avoidance mechanism which not only addresses the scenarios that have been raised, but does it with no or minimal impact to the access network and with minimal impact to the mobile station.
3. Proposal
3.1 Principle
The proposed principle is to avoid RACH transmissions and thus to that of ensuing IMMEDIATE ASSIGNMENT REJECT messages (or implicit rejection in IA message) in times of temporary overload. It is assumed that such a mechanism is used by mobile stations configured for low access priority [7].
As per existing requirements, the network is required to transmit in each TDMA frame on the BCCH carrier. A block conveying a L2 fill frame is sent by the network on AGCH when no other control information is scheduled for transmission. This may be used by the mobile station to estimate whether the AGCH channel is congested by decoding radio blocks transmitted on AGCH and detecting L2 fill frames, which indicates the network has available capacity on AGCH.
It is proposed to modify the random access procedure of a mobile station configured for low access priority so it decodes blocks on AGCH, e.g. 3 blocks, and detects whether any L2 fill frame was transmitted prior to the initial transmission of a CHANNEL REQUEST/EGPRS PACKET CHANNEL REQUEST message on RACH. It should be noted that the same approach could also be used for the RACH retransmissions but this has not been simulated.
In the proposed mechanism, the mobile station transmits the CHANNEL REQUEST/EGPRS PACKET CHANNEL REQUEST message only if it decodes a L2 fill frame. If the mobile station does not decode a L2 fill frame then it refrains from transmitting the CHANNEL REQUEST/EGPRS PACKET CHANNEL REQUEST message and waits before it tries the access again. This wait time could either be a fixed implementation-specific value or as already specified (i.e. the mobile station can apply the same parameters as for retransmission of CHANNEL REQUEST/EGPRS PACKET CHANNEL REQUEST, i.e. parameters T and S). Either way, no new parameters need to be signalled by the network.
3.2 Benefits
The mechanism has the following advantages:
· Reduction/avoidance in repeated RACH transmissions during congestion (in fact the mobile station using this mechanism does not transmit on RACH)

· Reduction in IMMEDIATE ASSIGNMENT REJECT messages as the access is delayed rather than rejected (thus reducing load on AGCH)

· It is assumed that the mechanism is used by mobile stations configured for low access priority. The other mobile stations won’t suffer from any disturbance from the low priority mobile stations during congestion.
· In no-congestion periods, there is almost no additional delay except for a few radio blocks needed for reading AGCH, which is inherently acceptable to mobile stations configured for low access priority.

· Battery savings may be expected during congestion (the mobile station refrains from the random access attempt rather than transmitting the request and listening to full AGCH)
· No network impacts

A possible disadvantage is:

· The need for reading AGCH blocks for a short period of time (2-3 radio blocks) before random access procedure can be initiated. However, this delay is inherently acceptable to mobile stations configured for low access priority.
3.3 Applicability in overload situations
Access Network overload: the immediate applicability of the mechanism is to address access network overload situations which as seen in earlier contributions is driven by AGCH overload. 
Core Network overload: there may be situations in which a CN node (PS and/or CS) is overloaded while the access network is not. For example, smart meters could be deployed in a few cells “served” by a given SGSN while other cells “served” by the same SGSN might not suffer from radio congestion. In this situation, the SGSN could become congested (or rather lean towards congestion) even when not all cells it serves experience radio congestion, such that extended access barring need not be activated in those cells. As much as the network would able to reject an access that explicitly indicated as being of low priority (see [4]), it would be able to direct mobile stations configured for low access priority not to send channel requests for the duration of the congestion using the principle of the mechanism above i.e. send, if needed, dummy IA/IAR messages instead of L2 fill frames to mimic AGCH congestion. 
4. Simulations
The mechanism described in the previous section has been simulated in a system level simulator. The simulator was configured according to the agreed simulation assumption for technical study on GERAN improvements for machine-type communication [6].
The simulations included 

· Legacy service – represented by FTP download of 512 MB file using 4+1 EGPRS , about 29 users/cell, about 2.4 download requests per minute per cell; and

· MTC meters – sending 200 bytes message in uplink every 3 minutes using 1+1 EGPRS. The MTC meters used either the normal access procedure as currently specified or the access procedure modified for low priority devices described in this paper.

In the low priority access, the mobile station (MTC meter in our case) receives up to 3 consecutive blocks on AGCH and detects whether L2 fill frame has been transmitted. It should be noted that only successfully decoded blocks are counted. If the mobile station does not receives a block containing L2 fill frames then it waits for the time specified for retransmission of CHANNEL REQUEST/EGPR CHANNEL REQUEST message before it tries the access again.

Three cases were simulated and are compare bellow
· Legacy service only
· Legacy service and MTC meters with the normal access procedure

· Legacy service and MTC meters with the low priority access procedure

Figure 1 shows the periodic statistics (10s interval in measurements) of the access success ration for legacy service, i.e. FTP download. The access success ratio of FTP service in the network with no MTC meters was measure 99.6%. When MTC meters use the low priority access procedure, the impact on the legacy service is rather small, see Figure 1 (b). In this case, the random access ratio for legacy service is above 98% through the simulation.  
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(a) – normal access
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(b) – low priority access


Figure 1 - Legacy service random access ratio

The time it takes for legacy service to establish a connection was also investigated using the periodic statistics. The results of the investigation can be seen on Figure 2. The results clearly show that the access duration for legacy service is significantly better if the MTC devices use the low priority access procedure. In other words, legacy service experiences higher priority service compared to the MTC devices. The mean access duration for legacy service access duration is below 1.2 seconds, whereas the duration varies from 24 to 47 seconds in case of MTC devices using the normal access procedure during the peak load period. Naturally, the access duration for legacy service slightly increases with number of MTC devices in the system. However, the legacy service can receive a service from the network in reasonable time constraints if MTC devices use the low priority access even during the peak load in the system.
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(a) – normal access
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(b) – low priority access


Figure 2 - Legacy service mean access duration

The access duration was also studied for MTC devices. The results are shown in the following figures. The application of the low priority access procedure to MTC devices results in around 50% shorter duration of access procedure. 
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Figure 3 - MTC devices access duration
5. Conclusions
This paper discusses the problem of congestion on CCCH in particular AGCH, which has been identified as a bottleneck of the system. A solution is proposed in this paper in which the mobile station reads AGCH and attempts the access only if it assumes the AGCH is not congested by decoding L2 fill frame.
The proposed solution was simulated in the system level simulator. The simulation results shows that if the MTC devices are using the proposed mechanism then 99% of legacy services (FTP download was studied) will complete access procedure within 5 seconds which is a significant improvement in comparison to 45 to 95 seconds when the proposed mechanism is not used. The access duration is also shorter by about 50% for MTC devices with the proposed mechanism.
The advantages of the proposed mechanism are

· Minimal impacts to mobile station behaviour in the specifications 
· No impact to the network in order to provide AGCH congestion control, i.e. AGCH in legacy network is protected by this mechanism
· Minor impact to the network in order to provide RACH, CN congestion control

· Legacy mobile stations/human users receive service within acceptable time limit
· Shorter access duration for MTC devices

All this benefits are reachable by the cost of reading about 3 extra blocks prior the initiation of the access procedure. The sourcing company recommendation is to introduce the proposed congestion control mechanism in Rel-10 specifications.
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