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Foreword
This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
[bookmark: _Toc411612459]Introduction
Machine to Machine (M2M) communication represents a significant growth opportunity for the 3GPP ecosystem. To support the so called ‘Internet of Things’ (IoT), 3GPP operators have to address usage scenarios with devices that are power efficient (with battery life of several years), can be reached in challenging coverage conditions e.g. indoor and basements and, more importantly, are cheap enough so that they can be deployed on a mass scale and even be disposable. 
The study on which this technical report is based has considered both the possibility of evolving the current GERAN system and the design of a new access system to meet the requirements for a Cellular IoT system for the lower data rate end of the M2M market. A summary of deployment scenarios and requirements that are relevant for Cellular IoT is provided in Annex A. 
Techniques captured in this report have been developed based on the assumption that Cellular IoT devices require very low throughput, do not have stringent delay requirements like those required for real time services, do not need to support circuit switched services, do not need to support Inter-RAT mobility and will perform intra-RAT mobility by cell reselection. 
[bookmark: _Toc411612460]1	Scope
The present document contains the outcomes of the 3GPP study item on, ‘Cellular System Support for Ultra Low Complexity and Low Throughput Internet of Things’. 
The following are covered by the study:
-	Objectives of the study.
- 	Evaluation methodology.
- 	Summary of physical layer aspects and higher layer aspects for different candidate techniques proposed during the study to fulfil the objectives.
-	Common assumptions used in the evaluation of candidate techniques.
-	Evaluation of network architecture aspects.
-	Link level and system level performance evaluations based on the objectives and evaluation methodology.

[bookmark: _Toc411612461]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TR 41.001: "GSM Release specifications".
[3]	3GPP TR 36.888: "Study on provision of low cost Machine-Type Communications (MTC) user Equipment (UEs) based on LTE (v12.0.0)". 
[4]	3GPP TR 45.914: "Circuit switched voice capacity evolution for GSM/EDGE Radio Access Network (GERAN)".
[5] 	3GPP TS 45.005: "Radio transmission and reception (v12.2.0) ".
[6]	3GPP TS 24.008: "radio interface Layer 3 specification; Core network protocols; Stage 3".
[7]	3GPP TS 23.682: "Architecture enhancements to facilitate communications with packet data networks and applications".
[8]	3GPP TS 36.331: "Radio Resource Control (RRC) protocol specification".
[9]	3GPP TS 36.212: "Evolved Universal Terrestrial Radio Access (E-UTRA); Multiplexing and channel coding".
[10]	3GPP TS 45.001, “Physical layer on the radio path”.
[11]		3GPP TS 45.002: “GSM/EDGE Radio Access Network; Multiplexing and multiple access on the radio path”.
[12]	3GPP TS 45.003: “GSM/EDGE Radio Access Network; Channel coding”.
[13]	3GPP TS 45.004: “GSM/EDGE Radio Access Network; Modulation”.
[14]	3GPP TS 44.060: “GSM/EDGE Radio Access Network; Radio Link Control / Medium Access Control (RLC/MAC) protocol”.


…
[bookmark: _Toc411612462]3	Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.
Clause numbering depends on applicability and should be renumbered accordingly.
[bookmark: _Toc411612463]3.1	Definitions
For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. 
A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Definition format (Normal)
<defined term>: <definition>.
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc411612464]3.2	Symbols
For the purposes of the present document, the following symbols apply:
Symbol format (EW)
<symbol>	<Explanation>

[bookmark: _Toc411612465]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

ACK		Acknowledgement
BLER		Block Error Rate
BS			Base Station
CIoT		Cellular Internet of Things
CN			Core Network
CoAP		Constrained Application Protocol
DL			Downlink
DSP		Digital Signal Processing
DTLS		Datagram Transport Layer Security
GWCN	Gateway Core Network
IC			Integrated Circuit
IP			Internet Protocol
IoT		Internet of Things
LDO		Low Differential Output
MAC		Medium Access Control
MCL		Maximum Coupling Loss
MOCN	Multi-Operator Core Network
MTC		Machine Type Communications
PA			Power Amplifier
PCB		Printed Circuit Board
PSS		Power Saving State
RAM		Random Access Memory
RAU		Routing Area Update
RF			Radio Frequency
RTC		Real Time Clock
Rx			Receive
SAP		Service Access Point
SINR		Signal to Interference Plus Noise Ratio
SMS		Short Message Service
SNDCP	Subnetwork Dependent Convergence Protocol
TAU		Tracking Area Update
TCXO		Temperature Compensated Crystal Oscillator
TU			Typical Urban
UDP		User Datagram Protocol
UL			Uplink
Tx			Transmit

[bookmark: _Toc411612466]4	Objectives
[bookmark: _Toc411612467]4.1	Performance objectives
[bookmark: _Toc342340580][bookmark: _Toc393355405][bookmark: _Toc411612468]4.1.1	Improved indoor coverage
A number of applications require deployment of Machine Type Communication (MTC) devices indoor, e.g. in an apartment basement, or on indoor equipment that may be close to the ground floor etc. This effectively means that indoor coverage should be readily available and reliable. It should be possible to achieve an extended coverage of 20 dB compared to commercially available legacy GPRS (Non EGPRS) devices. The assumption of the MCL for legacy GPRS (Non EGPRS) is 144.0 dB (see Annex B). The extended coverage should allow delivery of a data rate of at least 160 bps on both the uplink and downlink at the (equivalent of) the Service Access Point (SAP) to the equivalent SubNetwork Dependent Convergence Protocol (SNDCP) layer.
NOTE:	The implications of supporting software upgrades for MTC devices at 160 bps should be investigated.
Editor’s Note:  This subclause will be updated to include more details about the physical layer bit rate requirement to support 160 bps at the equivalent of the SNDCP layer.
[bookmark: _Toc393355406][bookmark: _Toc411612469]4.1.2 	Support of massive number of low throughput devices
A system that can support a large number of devices, each generating a small amount of data is required. At cell level, it is expected that each household in a cell may have up to 40 MTC devices and the household density per cell is according to the assumptions in Annex A of TR 36.888 [3]. The resulting MTC device density per cell is provided in Annex E. 
[bookmark: _Toc393355407][bookmark: _Toc411612470]4.1.3 	Reduced complexity
M2M applications require devices that are very cheap (so that they can be deployed on a mass scale or in a disposable manner). The study should take into consideration that MTC devices have very limited throughput requirement and may not need to support circuit switched services to develop techniques that can significantly reduce complexity and hence cost. 
[bookmark: _Toc393355408][bookmark: _Toc411612471]4.1.4 	Improved power efficiency
The power consumption of MTC devices compared with legacy GPRS (non EGPRS) should be reduced so that they can have up to ten years battery life with battery capacity of 5 Wh (Watt-hours), even in locations with adverse coverage conditions, where up to 20 dB coverage  extension over legacy GPRS might be needed. 
[bookmark: _Toc342340581][bookmark: _Toc411612472]4.2	Compatibility objectives
[bookmark: _Toc411612473]4.2.1	Co-existence 
The Cellular IoT system should avoid negative impacts to legacy GSM/WCDMA/LTE system(s) deployed in the same frequency band and adhere to the regulatory requirements which apply to the spectrum bands in which the system operates.
[bookmark: _Toc342340584][bookmark: _Toc393355412][bookmark: _Toc411612474]4.2.2	Implementation impact to base stations
[bookmark: _Toc342340585]Impacts to the GPRS/EDGE base station hardware should be minimised. 
[bookmark: _Toc393355413][bookmark: _Toc411612475]4.2.3	Implementation impact to mobile station
Mobile stations for Cellular IoT need not be compatible with legacy GPRS networks.
[bookmark: _Toc411612476]
5.	Evaluation methodology
[bookmark: _Toc411612477]5.1	 Coverage improvement evaluation methodology
The Maximum Coupling Loss (MCL) is used as a measure of the coverage performance. The methodology to evaluate the MCL is the same as in clause 5.2.1.2 in 3GPP TR 36.888 [1]. Table 5.1-1 summarises the parameters and method to calculate the MCL. 
Table 5.1-1: MCL calculation methodology
	Logical channel name
	
	

	Data rate(kbps)
	
	

	Transmitter
	
	

	(1) Tx power (dBm)
	
	

	Receiver
	
	

	(2) Thermal noise density (dBm/Hz)
	
	

	(3) Receiver noise figure (dB)
	
	

	(4) Interference margin (dB)
	
	

	(5) Occupied channel bandwidth (Hz)
	
	

	(6) Effective noise power
= (2) + (3) + (4) + 10 log ((5))  (dBm)
	
	

	(7) Required SINR (dB)
	
	

	(8) Receiver sensitivity = (6) + (7) (dBm)
	
	

	(9) Rx processing gain
	
	

	(10) MCL  = (1) (8) + (9) (dB)
	
	



The assumptions for (1), (2), (3), (4) and (9) in Table 5.1-1 are summarised in Table 5.1-2 below.
Table 5.1-2: Assumptions for MCL evaluations
	No.
	Parameter
	Value

	1
	BS transmit power per 200KHz (dBm)
	See assumption 6 in Table D.1 

	2
	MS transmit power (dBm)
	See assumption 7 in Table D.1

	3
	Thermal noise density (dBm/Hz)
	-174

	4
	BS Receiver noise figure (dB)
	3

	5
	MS Receiver noise figure (dB)
	5

	6
	Interference margin (dB)
	0

	7
	Receiver processing gain (dB)
	0 (See NOTE 1)

	NOTE 1: The Required SINR derived from link level simulations already take into account the receiver processing gain.


The data rate is according to the requirements in Subclause  4.1.1. The occupied channel bandwidth (5) in Table 5.1-1 should be declared for the solution under evaluation. 
The MCL methodology in Table 5.1-1 does not apply for logical channels relating to network synchronization and random access.
BLER target is 10% for all control channels.
Editor’s note:  The requirement for a  BLER target for data channels is FFS and if required, the BLER target should be defined.
The coverage extension performance is evaluated by comparing the MCL of the proposed solution with a common MCL assumption for legacy GPRS (non EGPRS) of 144.0 dB (See Annex B). 
The coverage performance evaluation for a candidate solution should include all uplink and downlink logical channels relevant to that candidate solution.
 If repetition and/or spreading are used to improve coverage for a logical channel, the number of repetitions and/or spreading factor used to improve coverage of a logical channel should be stated. 
If frequency hopping is supported to improve coverage for a logical channel, then the MCL both with and without frequency hopping shall be evaluated for that logical channel. 
The coverage performance of the candidate solution is that of the logical channel with the limiting MCL.
[bookmark: _Toc411612478]5.2 	Capacity evaluation methodology
[bookmark: _Toc411612479]5.2.1 	General approach
Capacity evaluation is done by running system level simulations using traffic models defined in Annex E and the system level simulation assumptions in Annex D.
The capacity metric is defined as spectral efficiency in number of reports/200 kHz/hour. The minimum system bandwidth should be defined for each candidate solution and the system bandwidth assumed in any capacity performance evaluation should also be declared.
[bookmark: _Toc411612480]5.2.2. 	Capacity evaluation based on MS generated user data
The capacity metric is evaluated by running system level simulations with Mobile Autonomous Reporting (MAR) periodic traffic model and Network Command traffic model (See Annex E on traffic models). 
MAR exception reporting model (See Annex E) is not used for system capacity evaluation.
Software update reconfiguration/update model (See Annex E) is not used together with MAR periodic and Network Command in system level simulations.  
For the purpose of system level simulation, a Gb architecture is assumed when using traffic models.  
 The split of devices between MAR periodic and Network Command is MAR periodic (80%) and Network Command (20%).
System level simulation for capacity evaluation should be repeated for the following total protocol overhead assumptions i.e. including all protocols below application layer and above equivalent of SNDCP layer (See table E.2-3 in Annex E). 
- 	A total protocol overhead of 65 bytes (without IP header compression).
- 	A total protocol overhead of 29 bytes (with IP header compression).
 
- 
[bookmark: _Toc411612481]5.2.3	 Capacity analysis based on software update/reconfiguration model 
The software update/reconfiguration model (See Annex E) is used to run standalone system level simulations to understand the impact of such traffic on the system capacity.
The DL traffic generated by the software update/reconfiguration model from devices in a cell is assumed to be uniformly distributed over time.
For each DL software/reconfiguration application payload, it is assumed that there is one UL application layer ACK. The size of the application layer ACK size is zero. The total packet size (above equivalent of SNDCP layer) is the overhead due to COAP/DTLS/UDP/IP. 
Editor’s Notes:  
-The evaluation metric for evaluations based on standalone software update/reconfiguration model is FFS. 
-It is to be clarified if UL ACK is sent immediately after the MS successfully receives an application DL packet and if no retransmission of the DL packet/ UL ACK is required. 
[bookmark: _Toc411612482]5.3 	Latency evaluation methodology
Applications expected to be supported on Cellular IoT are generally expected to be delay tolerant and this relaxed latency requirement should be used in the design of a system with ultralow complexity and extended coverage (in building). 
However, it is still important to understand the range of latencies that can be expected in the system for delivering Mobile Autonomous Exception reports which may be generated by alarm type applications that need to be delivered in near real time. The latency evaluation in this study is three fold: analytical calculation of latency expected for MAR exception uplink reports, latency evaluation of uplink reports generated by MAR periodic in system level simulations and latency evaluation of the respective DL Application layer ACKs as part of system level simulation for capacity evaluation.
[bookmark: _Toc411612483]5.3.1 	Analytical calculation of latency for MAR exception uplink reports
Based on the assumption that exception reporting traffic will be prioritised in the system, an analytical method is used (i.e. calculation of latency using message sequence charts) under three different coverage conditions: GPRS reference MCL+0dB, GPRS reference MCL+10 dB and the maximum achievable coverage by the candidate technology. The latency is defined as follows:
-	Latency excludes time needed for system information (SI) reading (as this is generally not required).  
-	Latency includes the time for UE to synchronise to the network (refer to sub-clause 5.6). 
-	Latency includes the time for an access attempt from the device till the time to successfully receive the application layer uplink (UL) payload at the base station. 
-	The target is 10 second latency.
The data transmission latency is calculated as:
Latency for DATA transmission = (1) T Synchronization+ (2) T Transmission +(3)+ T Receiving +(4)+T Wait
· T Synchronization: The time for UE to synchronize to the network. This value depends on the coverage condition (refer to sub-clause 5.6). 
· T Transmission: The transmitting time for any signaling and data.
· T Receiving: The receiving time for any signaling and data. It should be highlighted that the valid scheduling information receiving such as USF belonging to the UE which is not included in an obvious signaling should be taken into account.
The time for transmission and receiving is limited by 
-The payload of application data and signalling  
-Coverage condition and consequently the MCS selected for a specific solution and BLER
· T Wait: The time between any transmission and receiving, and also the time between two consecutive transmission or receiving. The waiting time is relevant with the scheduling mechanism for a specific solution. 
No retransmission is assumed for signalling. For data, we have a baseline case where no retransmission is assumed. 	Comment by Assen Golaup (Vodafone): T8WA1
Editor’s NotesNote:  
-The case where data retransmission is assumed is FFS.
     -Twait may or may not be relevant to a candidate solution.
[bookmark: _Toc411612484]5.3.2 		Latency evaluation for uplink reports generated by MAR periodic
Latency evaluation is done based on MAR periodic model (See Annex E) as part of system level simulations for system capacity evaluation. 
 Latency definition for MAR UL periodic reporting is as follows:
-	Latency excludes time needed for SI reading (as this is generally not required). 
-	Latency includes the time for UE to synchronise to the network (refer to Sub-clause 5.6). 
-	Latency includes the time for an access attempt from the device till the time to successfully receive the UL application layer payload at the base station.  
-	No specific latency requirement is considered in this case.
NOTE: Latency analysis is not needed for Network Command model. 
[bookmark: _Toc411612485]5.3.3 		Latency evaluation of downlink application layer ACKs for uplink generated MAR periodic reports
Latency analysis is done for application layer DL ACK of uplink reports generated by MAR periodic model (See Annex E).  by an analytical method using the formula:
Latency for DL ACK = (2) T Transmission + (3) T Receiving + (4) T Wait      
The start point for the latency for DL ACK is the very first signalling/data sending which is relevant to the DL ACK transmission and the end point is the time when the device has successfully received the application layer DL ACK..	Comment by Assen Golaup (Vodafone): T8WA2
Editor’s Notes:  
-Definition of  Ttransmission,  Treceiving and Twait  are the same as for case of data transmission.
-TTransmission- T Transmission, T Receiving and T Wait are defined in sub-clause 5.3.1.
- T Transmission and TwaitT Wait may or may not be relevant to a candidate solution.

[bookmark: _Toc411612486]5.4 	Energy consumption evaluation methodology
The purpose of energy consumption analysis is to calculate the achievable battery life for an MTC device using a specific candidate solution. A 5 Wh battery capacity should be assumed, without consideration of battery leakage impact since this depends on battery technology. 
An example of the different events that affect energy consumption when an MS has to send an IP packet and receive an IP acknowledgement for that packet is shown in Figure 5.4-1.  


Figure 5.4-1: Example of events affecting energy consumption for IP packet exchange.
NOTE: Example in Figure 5.4-1 assumes GSM logical channels are used but the actual logical channels for ‘clean slate’ solutions may be different.
PSS denotes a Power Saving State such as that achieved with the Rel-12 Power Save Mode feature. In Idle, the device may be consuming more power than in the PSS state because, for example, it is maintaining a more accurate time/frequency synchronisation with the network.
The energy consumption methodology comprises of two steps: 
1. 	Declaration of key input parameters as shown in Table 5.4-1.
Table 5.4-1 Key input parameters for energy consumption analysis
	(1) Battery capacity
(Wh)
	(2) Battery power during Tx
(mW)
	(3) Battery power for Rx
(mW)
	(4) Battery power when Idle but not in PSS (mW)
	(5) Battery power in Power Save State (PSS)
(mW)
	(6) Time between end of IP packet carrying “report” and start of IP packet carrying “ack” on radio (ms)
	(7) Number of reports per day

	5
	
	
	
	[0.015]
	1000
	

	For each report (refer to Figure 5.4-1):

	(8) Rx time from PSS exit to re-entry into PSS
 (ms)
	(9) Idle time from PSS exit to re-entry into PSS 
(ms)
	(10) Tx time from PSS exit to re-entry into PSS
 (ms)
	(11) Time from last Rx or Tx activity to entry into PSS1
(ms)
	
	
	

	
	
	
	20000
	
	
	



2.	The battery life is calculated as follows:
a. Energy consumed per data report: 
e1 (mW×ms) = energy for Tx + energy for Rx + energy for tasks in idle
         =  (10) × (2)    +   (8) × (3)   +    (9) × (4)
E1 (Joules) = e1 / 1 000 000

b. Energy consumed per day:
E2 (Joules) = energy consumed per report × reports per day + energy in PSS per day
         =                     E1× (7)           +   (5) ×3600*24/1000
e2 (Watt Hours) = E2/3600

c. Days of battery life:
D = battery energy capacity / energy consumed per day = (1)/e2

d. Years of battery life:
Y = D/365
NOTE: In order to permit a focus on optimised battery life, the 20 second duration from last transmit/receive activity to entry into Power Save State implies the use of a GPRS Ready State timer that is deliberately different to the 44 second default value for T3314 (clause 11.2.2 of TS 24.008[6]), and a PSM-Active time that is probably different to the suggested value of “2 DRX cycles plus 10 seconds” (clause 4.5.4 of TS 23.682[7]). For the case where REL-12 Power Saving Mode is used for PSS, the PSM-active timer is assumed to be 0 and ‘ready timer’ is 20s.Battery life analysis should be done as per step 2 above. The energy consumed per report is dependent on the packet size of the uplink transmission and downlink reception associated with a report and the coverage condition of the device. The analysis is done for Mobile Autonomous Reporting (MAR) periodic traffic for two packet sizes (with packet size = application layer payload + COAP+DTLS+UDP+IP header overhead) of 50 bytes and 200 bytes and three coverage levels: GPRS reference MCL + 0dB, GPRS MCL reference+10 dB and maximum achievable coverage of candidate technology.  
The assumption for DL packet size for battery life analysis (above equivalent of SNDCP) is the header protocol overhead of COAP/DTLS/UDP/IP (either 29 bytes or 65 bytes) i.e. DL application ACK size of zero bytes is assumed.	Comment by Assen Golaup (Vodafone): T8WA3
The energy consumed per day by each device is also dependent on the reporting interval. Two reporting intervals of two hours and 24 hours are used in the analysis. 
 Table 5.4-3 provides an example of how the battery life analysis can be captured as a matrix for the different cases to be evaluated. 
Table 5.4-3 Presentation of battery life analysis evaluation for 2 packet sizes, 2 reporting intervals and 3 coverage levels
	
	Battery life/years (1 year = 365 days) for three coverage levels

	Packet size, reporting interval combination
	Coupling Loss = GPRS reference MCL +0 dB
	Coupling Loss = GPRS reference MCL+ 10 dB
	Coupling Loss = maximum supported value

	50 bytes, 2 hours
	
	
	

	200bytes, 2 hours
	
	
	

	50 bytes, 24 hours
	
	
	

	200 bytes, 24 hours
	
	
	



The power consumption in Power Save State is assumed to be [0.015] mW, which only includes the contributions of a low power crystal, a minimal amount of active circuitry such as timers, plus standystandby current leakage. 

[bookmark: _Toc411612487]5.5 	Complexity comparison methodology
[bookmark: _Toc411612488]5.5.1	Principles
For each candidate system proposal the following complexity comparison principles will be followed:
-	The analysis will be standalone: no comparisons between apparently similar functional blocks in different candidates will be made.
-	Each system will be described in terms of its functional blocks, described at the level that reviewers can understand their content and function and carry out their own analysis.  The details of the functional blocks are left open since they will depend on the system details and proposed implementation.
-	DSP processing in terms of processor cycles / second may optionally be indicated.
-	Proposals should specify what elements are on chip, and what external components are used.
-	The assumed chip technology (process node) should be identified.
-	For external components the key technical characteristics should be identified, for example:
-	For memories, size and type (RAM, flash etc.)
-	PA power / linearity (Class C, B etc.)
-	Filters
-	Crystals (TCXO, RTC etc.)
[bookmark: _Toc411612489]5.5.2	Complexity metrics
Complexity will be measured according to the following aspects:
-	Silicon area estimate, including on-chip memory.
-	Indication of required gate density should be given.
-	Relative area of RF and baseband functions.
-	List of external components.
-	Any special characteristics of external components specific to a system proposal.
-	[Code space requirement.]
-	DSP cycles / second.
[bookmark: _Toc411612490]5.5.3	Exclusions
The following aspects of both on-chip and off-chip components will not be considered as they are likely to be equivalent between solutions.
-	Power management, LDOs, charging, etc.
-	Interfaces related to application functionality.
-	Application processor hardware and memory.
-	IC packaging.
-	PCB / screens.
-	Connectors and other mechanics.
-	Antennas.
[bookmark: _Toc411612491]5.5.4 	Comparison
The following aspects of complexity will be compared between system proposals.
-	Silicon area
-	Indicates complexity, but not direct cost difference.
-	If relevant, processor cycles / second.
-	External components
-	Number of components.
-	Any special requirements that affect relative cost.

[bookmark: _Toc411612492]5.5.5		GPRS reference
-	The same methodology shall be followed for the GPRS reference.
-	As a first reference case, the assumed GPRS functionality shall be: Multislot Class 10, quad-band, +33 dBm output power (GSM 850/900), +30 dBm (DCS1800/PCS1900).
-	A second reference case will be analysed, which will be Multislot Class 10, single band (850 or 900 MHz), +33dBm.
[bookmark: _Toc411612493]5.6 	Network synchronisation time
Network synchronization is defined as the equivalent of acquisition of FCCH+SCH for GSM. Network synchronization is evaluated with one (equivalent of) BCCH carrier for initial cell search and cell re-confirmation. The timing of the broadcast carrier shall be assumed to be unknown, and uniformly distributed for initial cell search.
The network synchronization shall be evaluated at a coupling loss of 144 dB, 154 dB, and the MCL for the candidate proposal. No extra MCL margin is required for network synchronization. 
The detection rate (%) and false detection rate (%) of the network synchronization shall be provided.
The synchronization time, frequency accuracy and time accuracy after network synchronization shall be provided.
[bookmark: _Toc411612494]5.7 	Random access delay
The random access delay is defined as the time from when the device application triggers a first access request until the contention has been resolved from the perspective of that device.
The random access delay from system level simulations shall be presented as a CDF over access delays for the two building penetration loss deployment scenarios and traffic model(s) that have been agreed. The percentage of random access attempts that fail in each scenario, not included in the CDF, shall be declared.
The false detection rate (%) of the access channel shall be provided at the MCL of the candidate technique. 

[bookmark: _Toc411612495]
6	Physical layer aspects and radio access protocols for concepts based on evolution of GSM radio technology	Comment by Assen Golaup (Vodafone): New proposed title
[bookmark: _Toc411612496]
6.1	Overall description
Evolving the existing GERAN system to cater for the additional requirements coming from the objectives of this study (e.g. extended coverage and low-complexity) will allow devices used in a Cellular System for Ultra Low Complexity and Low Throughput Internet of Things to co-exist with devices in existing GSM deployments. This implies that the same radio resources are shared and that GSM to a large extent re-uses existing system design.
Furthermore, evolving the GERAN specification allows:
-	Support of existing network deployments, including different network operations (for example multiband operation), non-hopping and hopping channels, etc.
-	Existing specification to be reduced to the minimum requirements applicable for Ultra Low Complexity and Low Throughput devices, such as reduced modulation and coding schemes supported, limited mobility requirements, reduced RLC/MAC functionality, reduced and simplified signalling procedures and MS idle mode behaviour.
The following description of GERAN evolution concepts will outline which parts of the GERAN specification that applies to devices used in a Cellular System for Ultra Low Complexity and Low Throughput Internet of Things, and additional changes to the specification required to cater for the new requirements of these devices. In the following descriptions, these devices are referred to as CIoT (Cellular Internet of Things) devices.
[bookmark: _Toc405798832][bookmark: _Toc411612497]
6.2			Extended coverageCoverage for GSM (EC-GSM)
[bookmark: _Toc405798833][bookmark: _Toc411612498]6.2.1	General
[bookmark: _Toc411612499]6.2.1.1	Re-using existing design
The EC-GSM concept relies to a large extent on re-using existing design principles in GSM, and only changing them when necessary to comply with the study item objectives. Also, a reduction of functionality in the 3GPP GERAN specification is chosen that minimizes implementation effort and complexity.
[bookmark: _Toc411612500]6.2.1.2 	Backwards compatibility and co-existence with GSM
The intention with re-using design principles in GSM is to allow for support of these new CIoT devices in existing GSM deployments, multiplexing traffic from legacy GSM devices and CIoT devices on the same physical channels. 
The common control channels (CCCH) for EC-GSM need to be re-designed to support a broadcast carrier reaching also devices in extended coverage. The EC-CCCH for EC-GSM is mapped onto TS1 on the BCCH carrier.
Re-using existing physical layer design ensures no hardware impact to already deployed GSM base station equipment. 
Re-using the existing design also allows the physical layer to support device speed the same as supported today (in normal coverage).
[bookmark: _Toc411612501]6.2.1.3 	Achieving extended coverage
One of the objectives having most impact to the specification is the support of extended coverage. The general principle to provide extended coverage is using blind repetitions for the control channels and, for the data channels, a combination of blind repetitions of the lowest MCS supported in EGPRS today, i.e. MCS-1 and HARQ retransmissions. Support for extended coverage is realized by defining different coverage classes. A device at a certain point in time will belong to a specific coverage class. Different number of blind repetitions is associated with different coverage classes. The number of total blind transmissions for a given coverage class can differ between different logical channels.
[bookmark: _Toc411612502]6.2.1.4	Device capability
[bookmark: _Toc411612503]6.2.1.4.1	Baseline support and optional features
Optional features supported by the GERAN specification could also optionally be supported by a CIoT device. However, the minimum capability to be supported by the device shall be EGPRS, MCS-1-4. Additionally, the device shall support extended coverage and signalling procedures related to CIoT. To minimize device energy consumption both PSM (Power Saving Mode) based operation, and eDRX based reachability shall be supported.
No support of CS related functionalities, nor support of GPRS, is foreseen as mandatory.
[bookmark: _Toc411612504]6.2.1.4.2	Output power classes
In the current GSM standard four different output power levels are supported in the 900 band, see Table 6.2-1.
Table 6.2-1. Current MS output power levels.
	Power
	GSM 400 & GSM 900 & GSM 850 & GSM 700

	class
	Nominal Maximum output

	
	power

	1
	‑ ‑ ‑ ‑ ‑ ‑

	2
	8 W (39 dBm)

	3
	5 W (37 dBm)

	4
	2 W (33 dBm)

	5
	0,8 W (29 dBm)



The typical output power class used is 33 dBm, and output power levels higher than 2 W are typically not used for handheld devices.
In order to integrate the PA onto the chip an alternative power class of [23] dBm is added to the list of supported power classes in the table.
It is the intention that the same specification is to be followed by the new power class.
[bookmark: _Toc405798834][bookmark: _Toc411612505]6.2.2	Downlink physical layer design
[bookmark: _Toc405798835][bookmark: _Toc411612506]6.2.2.1	Basic transmission scheme
e.g. modulation scheme, downlink data multiplexing scheme, channel coding scheme, transmit diversity scheme etc. 
[bookmark: _Toc411612507]6.2.2.1.1 	Re-using existing design
The physical layer design is to a large extent common with current GSM design. Unless otherwise stated, this includes re-using existing:
-	Multiple access, timeslot and frame structure and channel organization, see TS 45.001 [10].
-	Channel mapping, burst building, and burst multiplexing, see TS 45.002 [11].
-	Coding, reordering and partitioning, and interleaving, see TS 45.003 [12].
-	Differential encoding, and modulation, see TS 45.004 [13].
[bookmark: _Toc411612508]6.2.2.1.2	New packet control channel format.
[bookmark: _Toc411612509]6.2.2.1.2.1	General
In GSM the coding scheme CS-1 is extensively used, not only as the lowest coding scheme in the GPRS set, but also in different packet control channels, including for example PCH (CCCH/D), AGCH (CCCH/D), BCCH and PACCH.
For CIoT devices the amount of control signalling can be limited due to the substantially reduced functionality envisioned,. Hence, a new point-to-multipoint control message and an associated coding block type have been designed.
The compact control message is described in detail in subclause 6.2.2.1.2.2.
For the DL coding block type payload content of, 80 bits and 64 bits have been defined for use on CCCH/D and PACCH/D respectively.
The payload is protected with an 18 bit CRC field, and a 1/3 convolutional mother code to generate 108 and 116 punctured bits for PACCH/D and CCCH/D respectively. Eight less punctured bits for PACCH/D are used to cater for the currently defined Stealing Flags and provide backwards compatibility with existing GPRS and EGPRS implementations.
The punctured bits are for CCCH/D repeated over two burst, while the PACCH/D is repeated over four bursts to utilize the equivalent resources of a CS-1 4-burst radio block.
PCH, AGCH and the DL PACCH make use of the new packet control channel format on the DL, while BCCH still uses CS-1 format. 
[bookmark: _Toc411612510]6.2.2.1.2.2 	Detailed description
The following is a description of the new packet control channel format, following the nomenclature and description used in TS 45.003 [12]. 
6.2.2.1.2.2.1 Packet control channels in extended coverage (EC-CCCH/D, EC-PACCH)
[bookmark: _Toc342304219]6.2.2.1.2.2.1.1 Block constitution
The message delivered to the encoder on the DL has a fixed size of N information bits {d(0),d(1),...,d(N-1)}, where:
-	EC-CCCH/D: N=88
- 	EC-PACCH/D: N=80
-	EC-PACCH/U: N=64
[bookmark: _Toc342304220]6.2.2.1.2.2.1.2 Data coding
a)	Parity bits:
Eighteen data parity bits p(0),p(1),...,p(17) are defined in such a way that in GF(2) the binary polynomial:
d(0)DN+18-1 +...+ d(N-1)D18 + p(0)D17 +...+ p(17), when divided by:
D18 + D17 + D14 + D13 + D11 + D10 + D8 + D7 + D6 + D3 + D2 + 1, yields a remainder equal to:
D17 + D16 + D15 + D14 + D13 + D12 + D11 + D10 + D9 + D8 + D7 + D6 + D5 + D4 + D3 + D2 + D + 1.
b) Tail-biting convolutional encoder
The six last bits are added before the block of N+18 bits, the result being a block of N+24 bits {c(‑6),…,c(0),c(1),...,c(N+18-1)} with six negative indices:
c(k)		= b(N+18+k)		for k = -6,...,-1
c(k)		= b(k)			for k = 0,1,...,N+18-1
This block of N+24 bits is encoded with the 1/3 rate convolutional mother code defined by the polynomials:
G4 = 1 + D2 + D3 + D5 + D6
G7 = 1 + D + D2 + D3 + D6
G5 = 1 + D + D4 + D6
This results in a block of (N+24)*3 coded bits {C(0),...,C((N+24)*3-1)} defined by:
C(3k)     = c(k) + c(k‑2) + c(k‑3) + c(k‑5) + c(k‑6)
C(3k+1) = c(k) + c(k‑1) + c(k‑2) + c(k‑3) + c(k‑6)
C(3k+2) = c(k) + c(k‑1) + c(k‑4) + c(k‑6)     for k = 0,1,..., N+24-1
The code is punctured in such a way that the following coded bits are not transmitted:
	EC-CCCH/D
EC-PACCH/U
	{C(k) for k = floor(linspace(0,(N+24)*3-1,(N+24)*3-116)) (Matlab syntax used)

	EC-PACCH/D
	{C(k) for k = floor(linspace(0,(N+24)*3-1,(N+24)*3-114)) (Matlab syntax used)



[bookmark: _Toc342304223]6.2.2.1.2.2.1.3 Mapping on a Burst
6.2.2.1.2.2.1.3.1 EC-CCCH/D
The mapping is given by the rule:
For B = 0 and 1
e(B, j)		= C(j)			for j = 0,1,...,115
6.2.2.1.2.2.1.3.2 EC-PACCH
The mapping is given by the rule:
For B = 0, 1, 2 and 3
		e(B, j)		= C(j)			for j = 0,1,...,107
[bookmark: _Toc405798836][bookmark: _Toc411612511]6.2.2.2	 Physical layer procedure
e.g. scheduling approach, link adaptation mechanism, time diversity mechanism, cell detection mechanism, power control mechanism, physical layer measurements etc
[bookmark: _Toc411612512]6.2.2.2.1	Cell detection
The cell detection for a CIoT device is based on detecting FCCH and decoding SCH as in current GSM operation. In extended coverage multiple FCCH instances are expected to be acquired in order to detect the cell and to provide a rough frequency and time estimation. 
The FCCH resources used by CIoT devices is the same as in normal GSM operation and hence no additional resource need to be allocated to support extended coverage for FCCH.
In a second step of the cell detection, the SCH is decoded. In extended coverage a new Extended Coverage SCH (Ec-SCH) is defined and mapped onto TS1 of the BCCH carrier, see subclause 6.2.4. To support blind repetitions, and hence transmitting multiple instances of the same SCH block, a redefinition of the SCH reduced frame number (RFN) information must be considered.
The SCH contains per its current definition a 19 bit RFN defined as follows in TS 45.002 [11];
“T1(11 bits)	range 0 to 2047	= FN div ( 26 x 51)
 T2		(5 bits)	range 0 to 25		= FN mod 26
T3'	(3 bits)	range 0 to 4		= (T3 ‑ 1) div 10
where
T3(6 bits)		range 0 to 50		= FN mod 51”.
T1 identifies the position of the GSM superframe within the hyperframe, and remains unaffected by the EC-SCH mapping.  When repeating a single instance of the EC-SCH over a pair of two consecutive 51-multiframes T2 can be modified to signal on which pair of 51-multiframes in the superframe the EC-SCH is transmitted. T2 can hence be redefined as;
T2’(4 bits)	range 0 to 12		= (FN –T1*26*51) div 102
With this redefinition devices need an indication of over which 51-multiframe border the EC-SCH information is changing. To cater for this, the SCH is modulated using a modified GMSK modulation using a negative modulation index h equal to -½ on odd numbered 51-multiframes. By detecting the modulation index, using de-rotation of /2 or -/2, a mobile can determine if a SCH burst is transmitted over an even or odd numbered 51-multiframe.
T3’ is finally removed from the EC-SCH content, as a device in extended coverage is able to detect which TDMA frame number (FN) an EC-SCH instance in the 51-multiframes is configured on when considering  the asymmetric distribution of FCCH and EC-SCH blocks over the 51-multiframe on TS 0 and 1, respectively. 
With these new definitions a device will be able to determine FN as;
FN	 =	(51 x 26 x T1) + (2 x 51 x T2’ + 51 x T2’’) + T3’’
where
T1 and T2’ follows above definitions, 
T2’’ is signalled trough the detected GMSK modulation index (gmi) and defined as
T2’’(gmi = ½) = 0, for even 51-multiframes,
   T2’’(gmi = -½) = 1 for odd 51-multiframes.
T3’’ will be known by the device by the detection of the 51-multiframe borders during the FCCH acquisition on TS0
To conclude, As per current GSM operation, after the decoding of SCH, the MS will have knowledge about the overall frame structure, and the Base transceiver station identity code (BSIC). For more details, see Tdoc GPC150064 [6.2-2].After acquisition of EC-SCH, the device acquires the CIoT specific System Information contained in the EC-BCCH.
[bookmark: _Toc411612513]6.2.2.2.2 	Scheduling
In both in normal coverage (equivalent to existing GSM operation) and extended coverage the scheduling in the DL is done as per current GSM operation, i.e. the device monitors the DL PDTCH for a radio block containing an RLC/MAC header with the TFI value assigned to it.
[bookmark: _Toc411612514]6.2.2.2.3	Link Adaptation
Downlink link adaptation is performed as in GSM today in the sense that the network decides the modulation and coding scheme to be used for traffic channels based on the reported quality and signal strength from the device. When in extended coverage, the number of blind repetitions to be used by the network will be based on the estimated DL coverage class by the device. In case multiple modulation schemes are supported by the device the modulation is blindly detected by symbol rotation angle, as per current GSM operation. It should be noted that for the minimum device capability, see subclause 6.2.1.4, no modulation detection is needed since only GMSK modulation is supported.
To keep device complexity and implementation low the radio link measurements are performed according to GPRS principles, i.e. that the device reports the RXLEV (received signal level strength) and RXQUAL (estimated bit error rate probability).
[bookmark: _Toc411612515]6.2.2.2.4	Power Control
Power control as used today on the DL is also expected to be used for CIoT devices. In case a device is in extended coverage, full power is expected to be used from the network side to minimize the need for repeated transmissions.
[bookmark: _Toc405798837][bookmark: _Toc411612516]6.2.3	Uplink physical layer design
[bookmark: _Toc405798838][bookmark: _Toc411612517]6.2.3.1 	Basic transmission scheme
e.g. modulation scheme, uplink data multiplexing scheme, channel coding scheme, transmit diversity scheme etc. 
[bookmark: _Toc411612518]6.2.3.1.1 	Re-using existing design
The physical layer design is to a large extent common with current GSM design. Unless otherwise stated, this includes re-using existing:
-	Multiple access, timeslot and frame structure and channel organization, see TS 45.001 [10].
-	Channel mapping, burst building, and burst multiplexing, see TS 45.002 [11].
-	Coding, reordering and partitioning, and interleaving, see TS 45.003 [12].
-	Differential encoding, and modulation, see TS 45.004 [13].
[bookmark: _Toc411612519]6.2.3.1.2	New packet control channel format.
[bookmark: _Toc411612520]6.2.3.1.2.1	General
A new control channel format is designed to be used in the UL. The new control channel format on the UL is defined to carry 64 payload bits, and is mapped onto four bursts.
The detailed description is provided in subclause 6.2.2.1.2.2.
[bookmark: _Toc411612521]6.2.3.1.3	Overlaid CDMA
An overlaid CDMA technique is used to increase UL capacity. This technique allows multiplexing of multiple users simultaneously on the same physical channel. Orthogonalíty between multiplexed users is achieved through orthogonal codes. More specifically each user repeats its blocks and applies an assigned code sequence that is orthogonal to code sequences assigned to other users. The code sequence elements are of unit amplitude and are applied burst-wise, i.e., they correspond to applying a phase shift to each transmitted burst. At the receiver side, the received blocks are phase shifted according to the complex conjugate of the same code sequence, followed by addition of the received samples. This will result in coherent accumulation of the desired signal and cancellation of the others. By applying different code sequences on the receiver side, the signals from the different users can be separated.
The code sequences can e.g. be the rows of a Hadamard matrix or a Fourier matrix.
The overlaid CDMA technique is applied to the EC-PDTCH/U and its associated control channel, EC-PACCH/U, and on the EC-RACH. In case of EC-RACH a code sequence is selected by the device randomly (or in a predetermined manner based on some MS identity).
[bookmark: _Toc405798839][bookmark: _Toc411612522]6.2.3.2 	Physical layer procedure
e.g. random access design, uplink scheduling approach, link adaptation mechanism, time diversity mechanism, cell detection mechanism, power control mechanism, physical layer measurements etc. 
[bookmark: _Toc411612523]6.2.3.2.1	Random Access
The 11 bit access message format for the Random Access is re-used from existing GSM access procedures and is supported by CIoT devices, carried by the Access Burst (AB), see TS 45.002 [11] and TS 45.003 [12], and is transmitted on TS1 in the UL. Extended coverage is achieved by blind transmission up to 32 times.  
Additionally, for accesses in small cells, or in case the device is known to be stationary, the Normal Burst (NB) can be used when accessing the network on the RACH. This minimizes the guard period and relies on a signalling from the network in system information indicating that the cell is small enough (~ cell radius less than roughly 1 km) to use NB. Alternatively NB can be used in combination with timing advance (TA), in which case the device needs to know the TA, and hence needs to perform access from the same position in the same cell as in previous attempts.
The coding of the NB follows the definition in subclause 6.2.2.1.2.2 with the difference that 48 payload bits, instead of 64 bits, are used and that 6 parity bits, instead of 18, are added to the information bits. Six parity bits are also used today for the RACH, see subclause 4.6 in TS 45.003 [12], and the principle of adding the BSIC bitwise modulo 2 to the parity bits is re-used.
To handle collision on the RACH, overlaid CDMA codes are used. Orthogonal codes are used to separate users within a coverage class that tries to access the system at the same time. See 6.2.3.1.3 for more information.
[bookmark: _Toc411612524]6.2.3.2.2	Uplink scheduling
For CIoT users on the UL the principle of fixed UL allocation is used. This is a scheduling principle that has earlier been supported by the GERAN specifications but was removed in Rel-5 due to lack of network implementations/operation, see Tdoc GP-020645 [6.2-1]. By using fixed allocation the need for the CIoT device to monitor the DL for USF is removed. This does not only have a positive effect on device battery lifetime, but will also avoid providing USF based scheduling at extended coverage. The USFs today are transmitted in the radio block together with RLC Data, RLC/MAC Header and Stealing Flags. By using a significantly lower signal bandwidth than symbol rate, all modulation schemes used in GSM experiences Inter-Symbol-Interference (ISI). Hence, if blindly repeating the USF in an attempt to achieve USF based uplink transmissions for devices in extended coverage, while not blindly repeating the RLC Data and RLC/MAC header, the USF performance will be degraded by the interference of alternating other symbols and alternating other bits within the symbol (in case the USF is not mapped onto full modulation symbols) during the repetition period. This could be solved by mandating the DL RLC Data and DL RLC/MAC Header to be repeated during the same repetition period as the USF bits, but would imply coupling the DL and UL RRM which is not practical as it imposes the restriction of scheduling uplink transmissions from a device of a certain coverage class while simultaneously sending downlink payload to a device of the same coverage class. Hence, instead fixed UL allocation is used.
 
[bookmark: _Toc411612525]6.2.3.2.3	Link Adaptation
Uplink link adaptation is performed as per current GSM operation, i.e. the network commands the MCS to be used on the UL by the device, see TS 44.060 [14]. In extended coverage, MCS-1 is always used. The number of blind transmissions used is determined by the coverage class the device belongs to, see Table 6.2-3.
[bookmark: _Toc411612526]6.2.3.2.4	Power Control
Uplink power control is performed as in GSM today, i.e. the network commands the power level to be used on the UL by the device, see TS 44.060 [14]. In extended coverage, full power is always used.
[bookmark: _Toc405798840][bookmark: _Toc411612527]6.2.4	 Link layer aspects
e.g. random access procedure, control channels and mapping to physical layer resources, traffic channels and mapping to physical layer resources, multiplexing/de-multiplexing principles, priority handling principles, data segmentation and re-assembly principles, retransmission schemes etc.
[bookmark: _Toc411612528]6.2.4.1	Timing Advance
In current GSM systems Timing Advance (TA) is used to ensure the reception of UL bursts aligned with the overall frame structure, avoiding inter-slot-interference and limiting the synchronization window in the base station receiver. The TA is initially estimated at the reception of the access burst on the RACH, and commanded to the MS by the Immediate Assignment. 
During the lifetime of the TBF the TA can be updated either by PACCH or by continuous TA operation by the use of PTCCH/D and PTCCH/U. PTCCH make use of a repetition length of 416 TDMA frames, which implies an update frequency of once every two seconds (1.92 sec). If using PACCH based TA the update frequency will be up to network implementation.
A timing advance value, within an accuracy of one symbol duration, is valid a movement of around 500 m. Assuming the duration of a report (mobile autonomous report or network triggered report) is up to 10 seconds, a device speed away from the base station receiver of 180 km/h is still supported.
If a second report is to be transmitted by the device, then a second access burst will be transmitted on the RACH, and consequently the TA will be updated.
Hence, the use of TA via PTCCH to continuously tracking the timing advance during the lifetime of the TBF shall not be supported by CIoT devices. Tracking the TA by PACCH is still an option.
[bookmark: _Toc411612529]6.2.4.2	Mapping of logical channels onto physical channels
[bookmark: _Toc411612530]6.2.4.2.1	General
The detailed mapping of logical channels onto physical channels is defined in the following subclauses. 
Editor’s Note: It should be noted that the number of coverage classes to be supported is not determined yet.
[bookmark: _Toc411612531]6.2.4.2.2	FCCH
The FCCH is not changed compared to current FCCH mapping, and hence is mapped to TS0 on the BCCH carrier every 10th or 11th frame. No additional resources are required to reach users in extended coverage.
[bookmark: _Toc411612532]6.2.4.2.3	EC-SCH
In current GSM each instance of SCH changes content since the content of SCH is containing frame number indication. Considering that multiple instances have to be received in order to decode the EC-SCH in extended coverage, the content need to be the same in order to provide possibility for the receiver to combine multiple transmissions.
The EC-SCH is, by default, transmitted on TS1 with the same burst content over 14 instances during 2 consecutive 51-multiframes.

Figure 6.2-1. EC-SCH mapping.
[bookmark: _Toc411612533]6.2.4.2.4	EC-BCCH
Considering the significant reduction possible in SI content for CIoT devices, see subclause 6.2.5.2, a separate BCCH, called EC-BCCH is used for CIoT devices. The EC-BCCH uses the same coding scheme as currently used by the BCCH, i.e. CS-1.
The EC-BCCH is by default mapped onto TS1 using either one (EC-BCCH Normal) or two (EC-BCCH Extended) blocks per 51-multiframe where an EC-BCCH block uses a 4 burst mapping as per the legacy BCCH on TS0. The content of the EC-BCCH is transmitted over 16 51-multiframes.


Figure 6.2-2. EC-BCCH Normal (top) Extended (bottom) mapping.
[bookmark: _Toc411612534]6.2.4.2.5	EC-PCH
The EC-PCH is using a 2-burst mapping of the paging block (EC-PCH block) described in subclause 6.2.2.1.2.2 and is by default mapped onto TS1. During a 51-multiframe, at most 16 instances of paging groups will occur. The higher the coverage class, the lower number of paging group instances will occur, with at minimum two instances for the higher coverage classes. The nominal paging group of a device is mapped onto one, two or four 51-multiframe depending on the coverage class, see Figure 6.2-3 and Table 6.2-3.

Figure 6.2-3. EC-PCH mapping. CC1 (top), …, CC6 (bottom).
The instance of the paging block to be monitor by the device is determined as today by the IMSI of the device, the DRX cycle, and, in addition, the latest downlink coverage class communicated to the network, see 6.2.4.3.2.
[bookmark: _Toc411612535]6.2.4.2.6	EC-AGCH
The EC-AGCH is using a 2-burst mapping of the AGCH block (EC-AGCH block) described in subclause 6.2.2.1.2.2 and is by default mapped onto TS1. During a 51-multiframe, at most 20 instances of access grant will occur. The higher the coverage class, the lower number of access grant instances will occur, with at minimum two instances for the higher coverage classes. The access grant is mapped onto one, two or four 51-multiframe depending on the coverage class, see Figure 6.2-4 and Table 6.2-3. 

Figure 6.2-4. EC-AGCH mapping. CC1 (top), …, CC6 (bottom).
[bookmark: _Toc411612536]6.2.4.2.7	EC-RACH
For users in extended coverage, the EC-RACH is still used as a collision based channel with each coverage class being mapped onto specific frame options. The EC-RACH is repeated up to 32 times, allowing for up to around 6 accesses per second for the worse coverage class device. The highest coverage class, CC6, is mapped onto 2 51-multiframes while all lower coverage classes are mapped within one 51-multiframe.
The EC-RACH is by default mapped onto TS1, but as today in GSM, multiple EC-CCCH operation can be supported, in which case TS3,5,7 can also be used for EC-RACH.


Figure 6.2-5. EC-RACH mapping. CC1 (top), …, CC6 (bottom).
[bookmark: _Toc411612537]6.2.4.2.8	EC-PACCH
A new control block format for EC-PACCH is used by CIoT devices. 
When in normal coverage, the new control block format is mapped onto the same physical channels as current PACCH, and is operating in the current 52-multiframe structure.
When in extended coverage, the resource mapping is using multiple TS in a single BTTI, and for some coverage classes, also multiple BTTIs. The resource mapping per coverage class can be mapped in multiple ways onto the overall TDMA frame structure, see Table 6.2-3, but the same number of TS and TTIs are always used.
The new packet control block format used for both the DL and UL is defined in subclause 6.2.2.1.2. and subclause 6.2.3.1.2 respectively. Each EC-PACCH block uses a 4, 8 or 16  burst mapping on the same timeslot as shown in Figure 6.2-6. 

Figure 6.2-6. EC-PACCH mapping. CC1,CC2 (top),CC3, …, CC6 (bottom).
For EC-PACCH transmission on the UL, a more compact burst format than currently used when mapping the four radio blocks onto the physical resources is used. The more compact burst mapping ensures the same burst is transmitted consecutively, with no other bursts transmitted in-between. Using the current burst mapping, this would only apply for CC5 and CC6 where the blind transmissions are spread over more than 1 TTI. For example, for CC5 using the current mapping the first burst is transmitted in TDMA frame N on TS0,1,2,3, and on TDMA frame N+4 on TS0,1,2,3. With the compact mapping the first burst is instead transmitted in TDMA frame N, and N+1 on TS0,1,2,3.
[bookmark: _Toc411612538]6.2.4.2.9	EC-PDTCH
The same packet data block format as used today for PDTCH is followed also for EC-PDTCH.
The mapping of EC-PDTCH in normal coverage also follows the mapping used by PDTCH/F today. 
When in extended coverage (CC > 1) the same mapping options as for PACCH apply, see figure 6.2-6 and Table 6.2-3. Compact burst mapping also applies for CC5 and CC6, see subclause 6.2.4.2.8.
[bookmark: _Toc411612539]6.2.4.2.10	Mapping table
To show the mapping of the logical channels onto physical channels in a more condense form, the table format in TS 45.002 [11] is used. Table 6.2-3 lists the logical channels used by devices supporting extended coverage operation. The channels are denoted with the prefix ‘EC-’. Existing channels used by devices supporting extended coverage are also listed.



Table 6.2-3. Mapping of logical channels onto physical channels.
	Channel designation
	Dir.
	Allowable 
timeslot 
ass.
	Allowable 
RF ch. 
ass.
	Burst 
type
	Repeat length 
TDMA frames
	Coverage 
class
(CC)
	Interleaved block 
TDMA frame mapping

	FCCH1
	D
	0
	C0
	FB
	51
	-
	B0(0),B1(10),B2(20),B3(30),B4(40)

	EC-SCH
	D
	1
	C0
	SB
	102
	-
	B0(0,1,2,3,4,5,6 +51 N), N=0,1

	EC-BCCH Norm
	D
	1,3,5,7
	C0
	NB
	816
	-
	B0(7,8,9,10+51N), N=0,…,15

	EC-BCCH Ext
	D
	1,3,5,7
	C0
	NB
	816
	-
	B0(11,12,13,14+51N), N=0,…,15

	EC-PCH
	D
	1,3,5,7
	C0
	NB
	51
	1
	B0(19,20),B1(21,22),…,B15(49,50)

	
	
	
	
	
	51
	2
	B0(19,…,22),B1(23,…,26),…,B7(47,…,50)

	
	
	
	
	
	51
	3
	B0(19,…,26),B1(27,…,34),…,B3(43,…,50)

	
	
	
	
	
	51
	4
	B0(19,…,34), B1(35,…,50)

	
	
	
	
	
	102
	5
	B0(19,…,34 + 51N), B1(35,…,50 + 51N), N=0,1

	
	
	
	
	
	204
	6
	B0(19,…,34 + 51N), B1(35,…,50 + 51N), N=0,1,2,3

	EC-AGCH
	D
	1,3,5,7
	C0
	NB
	51
	1
	B0(11,12),B1(13,14),…,B19(49,50)

	
	
	
	
	
	51
	2
	B0(11,…,14),B1(15,…,18),…,B9(47,…,50)

	
	
	
	
	
	51
	3
	B0(11,…,18),B1(19,…,26),…,B4(43,…,50)

	
	
	
	
	
	51
	4
	B0(19,…,34), B1(35,…,50)

	
	
	
	
	
	102
	5
	B0(19,…,34 + 51N), B1(35,…,50 + 51N), N=0,1

	
	
	
	
	
	204
	6
	B0(19,…,34 + 51N), B1(35,…,50 + 51N), N=0,1,2,3

	EC-RACH
	U
	1,3,5,7
	C0
	AB, NB
	51
	1
	B0(0),B1(1),..B50(50) 

	
	
	
	
	
	
	2
	B0(0,1),B1(2,3),..B24(48,49)

	
	
	
	
	
	
	3
	B0(0,…,3), B1(4,…,7),...B11(44,…,47)

	
	
	
	
	
	
	4
	B0(0,…,7),B1(8,…,15)…, B5(40,…,47)

	
	
	
	
	
	
	5
	B0(0,…,15),B1(16,…,31),B2(32,…,47)

	
	
	
	
	
	
	6
	B0(0,…,50)

	EC-PACCH,
EC-PDTCH
	D&U
	0…7
	C0…Cn
	NB
	52
	1
	B0(0...3), B1(4...7), B2(8...11), B3(13...16), B4(17...20), B5(21..24), B6(26...29), B7(30...33), B8(34...37), B9(39...42), B10(43...46), B11(47...50)

	
	
	
	
	
	
	2
	B0(0...3), B1(4...7), B2(8...11), B3(13...16), B4(17...20), B5(21..24), B6(26...29), B7(30...33), B8(34...37), B9(39...42), B10(43...46), B11(47...50)

	
	
	
	
	
	
	3
	B0(0...3, 0’...3’), B1(4...7,4’...7’), B2(8...11, 8’...11’), B3(13...16,13’...16’), B4(17...20,17’...20’), B5(21..24,21’..24’), B6(26...29,26’...29’), B7(30...33,30’...33’), B8(34...37,34’...37’), B9(39...42,39’...42’), B10(43...46,43’...46’), B11(47...50,47’...50’)2

	
	
	
	
	
	
	4
	B0(0...3,0’...3’,0’’...3’’,0’’’...3’’’),B1(4...7,4’...7’,4’’...7’’,4’’’...7’’’), B2(8...11, 8’...11’,8’’...11’’, 8’’’...11’’’), B3(13...16,13’...16’,13’’...16’’,13’’’...16’’’), B4(17...20,17’...20’,17’’...20’’,17’’’...20’’’), B5(21..24,21’..24’,21’’..24’’,21’’’..24’’’), B6(26...29,26’...29’,26’’...29’’,26’’’...29’’’), B7(30...33,30’...33’,30’’...33’’,30’’’...33’’’), B8(34...37,34’...37’,34’’...37’’,34’’’...37’’’), B9(39...42,39’...42’,39’’...42’’,39’’’...42’’’), B10(43...46,43’...46’,43’’...46’’,43’’’...46’’’), B11(47...50,47’...50’,47’’...50’’,47’’’...50’’’)3

	
	
	
	
	
	
	5
	B0(0...7,0’...7’,0’’...7’’,0’’’...7’’’),B1(8...11,13…16,8’...11’,13’…16’,8’’...11’’,13’’…16’’,8’’’...11’’’,13’’’,…,16’’’), B2(17...24, 17’...24’,17’’...24’’, 17’’’...24’’’), B3(26...33,26’...33’,26’’...33’’,26’’’...33’’’), B4(34...37,39…42,34’...37’,39’…42’,34’’...37’’,39’’…42’’,34’’’...37’’’,39’’’…42’’’), B5(43..50,43’..50’,43’’..50’’,43’’’..50’’’)3

	
	
	
	
	
	
	6
	B0(0...11,13…16,0’...11’,13’…16’,0’’...11’’,13’’…16’’’,0’’’...11’’’,13’’’…16’’’), B1(17...24,26…33,17’...24’,26’…33’,17’’...24’’,26’’…33’’,17’’’...24’’’,26’’’…33’’’), B2(34...37,39’...50’,34’’...37’’,39’’’...50’’’), B3(34...37,39’...50’,34’’...37’’,39’’’...50’’’)

	NOTE 1: The mapping is identical to FCCH and uses the same resources
NOTE 2: A PDTCH is mapped onto two PDCHs. Number n indicates mapping on the PDCH with the lowest timeslot number in TDMA frame n, whereas number n’ indicates mapping on the PDCH with the highest timeslot number in TDMA frame n.
NOTE 3: A PDTCH is mapped onto four PDCHs. Number n indicates mapping on the PDCH with the lowest timeslot number in TDMA frame n, whereas number n’, n’’, and n’’’ indicates mapping on the PDCH with the second lowest, second highest, and highest timeslot number in TDMA frame n respectively.




[bookmark: _Toc411612540]6.2.4.3	Operation of channels and channel combinations
[bookmark: _Toc411612541]6.2.4.3.1	Paging Groups and Coverage Classes
In order to avoid paging groups corresponding to different coverage classes being  spread out in time, the nominal paging groups supported within a given eDRX cycle for a given device (IMSI) are always identified, irrespective of the coverage class the device belongs to, by using the EC-PCH block associated with DL CC 1 (normal coverage). 
To determine the nominal paging group for higher coverage classes, for the same device and eDRX cycle, the EC-PCH block of CCX  is always chosen to contain the EC-PCH block of CC1.
For example, if the EC-PCH resources used on the EC-PCH for coverage class 5 is defined as EC-PCHCC5, then EC-PCHCC1 shall be a subset of EC-PCHCC5.
This is illustrated in table 6.2-4 below where an example of how to map the logical EC-PCH channel onto physical resource within the 51-multiframe structure is shown. As can be seen, the EC-PCH block for CC1 is mapped onto TDMA frame 21 and 22, and is included in all other EC-PCH blocks used for the nominal paging groups of all higher coverage classes that could be used by the device for a given eDRX cycle. This example is also illustrated in Figure 6.2-7. For more information on the mapping of logical channels onto physical channels, see subclause 6.2.4.2.5.
Table 6.2-4. Example of EC-PCH CC1 block and corresponding EC-PCH blocks of other coverage classes (CCs)
	Channel designation
	Dir.
	Repeat length 
TDMA frames
	Coverage 
class
(CC)
	Interleaved block 
TDMA frame mapping

	EC-PCH
	D
	51
	1
	B0(19,20),B1(21,22)),…,B15(49,50)

	
	
	51
	2
	B0(19,…,22),B1(23,…,26),…,B7(47,…,50)

	
	
	51
	3
	B0(19,…,26),B1(27,…,34),…,B3(43,…,50)

	
	
	51
	4
	B0(19,…,34), B1(35,…,50)

	
	
	102
	5
	B0(19,…,34 + 51N), B1(35,…,50 + 51N), N=0,1

	
	
	204
	6
	B0(19,…,34 + 51N), B1(35,…,50 + 51N), N=0,1,2,3



By this it is ensured that the set of EC-PCH blocks of interest for any given coverage class will always be located within 4 51-multiframes (i.e. the maximum duration of the paging group of the worse coverage class) from the EC-PCH CC1 block
[bookmark: _Toc411612542]6.2.4.3.2	Determination of PAGING_GROUP
When sending a paging request to a BSS, the SGSN includes an indication of the eDRX cycle, DL CC and IMSI associated with the target device thereby allowing the BSS to determine the next occurrence of the nominal paging group for that device within its eDRX cycle as follows:
-	N is the number of paging groups corresponding to a given DL CC within a given eDRX cycle and is determined based on EXTENDED_DRX_MFRMS, EC_PCH_BLKS_MFRM, and CC_EC_PCH_BLKS where: 
-	EXTENDED_DRX_MFRMS is the number of 51-multiframes per eDRX cycle determined as per Table 6.2-5 below.
-	EC_PCH_BLKS_MFRM indicates the number of EC-PCH blocks (i.e. the number of 2 bursts blocks) per 51-multiframe. For EC-GSM this can be fixed at 16 which is the equivalent of the legacy PCH_BLKS_MFRM parameter indicating 8 PCH blocks per 51-multiframe.
-	CC_EC_PCH_BLKS is the number of EC-PCH blocks required for a given DL CC (where the number of blind repetitions required for any given DL CC is pre-defined by the specifications).
-	The set of eDRX cycle lengths identified by Table 6.2-5 is selected such that each member of the set occurs an integral number of times within the full TDMA FN space.
-	N  = (EC_PCH_BLKS_MFRM x EXTENDED_DRX_MFRMS)/CC_EC_PCH_BLKS. The EC-PCH CC1 block for a device using a given eDRX cycle is determined based on where the nominal paging group occurs for DL CC = 1 (i.e. CC_EC_PCH_BLKS = 1)
-	EC-PCH CC1 block = mod (IMSI, N) where N = (16 x EXTENDED_DRX_MFRMS)/1.
Table 6.2-5. Set of eDRX Cycles Supported
	eDRX Cycle Value (EXTENDED_DRX)
	 Target eDRX Cycle Length
	Number of 51-MF per eDRX Cycle (EXTENDED_DRX_MFRMS)
	eDRX Cycles per TDMA FN Space

	0
	~30 seconds
	128
	416

	1
	~60 seconds
	256
	208

	2
	~2 minutes
	512
	104

	3
	~4 minutes
	1024
	52

	4
	~6.5 minutes
	1664
	32

	5
	~8 minutes
	2048
	26

	6
	~13 minutes
	3328
	16

	7
	~16 minutes
	4096
	13

	8
	~26 minutes
	6656
	8

	9
	~52 minutes
	13312
	4

	Note 1: 53248  51-multiframes occur with the TDMA FN space (2715648 TDMA frames)
Note 2: All remaining EXTENDED_DRX values are reserved



Example 1:
-	IMSI = 00000000  10001001  00110000  00000001 = 4796417 and EXTENDED_DRX_MFRMS = 6656 (i.e. the eDRX cycle ~ 26 minutes)
-	N = 16 * 6656 = 106496
-	CC1 Nominal Paging Group = mod (IMSI, 106496) = 4097 which occurs in the 4098th EC-PCH block of the eDRX cycle (i.e. in the 2nd EC-PCH block in 51-multiframe #257
-	The nominal paging groups associated with other DL CC for the same IMSI and eDRX cycle length are as shown in Figure 6.2-7 (e.g. the nominal paging group for DL CC 2 occurs in the 1st and 2nd EC-PCH blocks of 51-multiframe #257)

[bookmark: _Ref409859061]Figure 6.2-7. Coverage Class Specific Paging Groups per Example 1
As can be seen in Figure 6.2-7, using this method for establishing DL CC specific nominal paging groups for a given eDRX cycle ensures that for a given IMSI the nominal paging groups associated with all possible DL CC will fall within 4 51-multiframes of the EC-PCH CC1 block. As such, if a device sends a CC update to the SGSN (e.g. using a Cell Update) e.g. 5 seconds prior to the next occurrence of its nominal paging group the BSS will still be able to send a page in time for it to be received by the device monitoring according to its DL CC incremented by 1 level. With the ability to update its DL CC as late as a few seconds before the next occurrence of its nominal paging group, a device will thereby experience a substantially reduced probability of missing a page due to experiencing DL CC degradation since the last time it performed a RAU procedure.
[bookmark: _Toc411612543]6.2.4.4	Multiplexing/De-multiplexing principles 
The introduction of CIoT devices into an existing operating GSM system will not cause any segregation of radio resources used for traffic channels and their associated control channels, and hence the same multiplexing and de-multiplexing principles for non CIoT devices as in current GSM operation still applies. 
The same frame structure, PDTCH/PACCH block format and mapping of blocks onto the physical resources is used for the EC-PDTCH/EC-PACCH as in current GSM operation. 
A new packet control channel for EC-PACCH is defined, where current Stealing Flags signalling (i.e. channel coding and burst mapping) is still used in order to support USF reception and decoding by non CIoT devices. The new packet control channel will not be decodable by legacy devices, but its content is also not of interest. The situation is as with the introduction of GPRS where the content of MCS-1-4 blocks were not decodable by GPRS devices, but the Stealing Flag signalling of CS-4 was re-used for MCS-1-4 to ensure that GPRS devices could read them, and by that also find the USF bits in the same burst positions as in GPRS CS-4. 
In an EC-PDTCH radio block addressed to a CIoT device, a legacy MS will be able to detect and decode the RLC/MAC header, but find that the TFI is not a valid TFI and hence will not proceed to decode the RLC Data block. Similarly for a CIoT device, a legacy MCS block will be decodable in the sense that it will find in the RLC/MAC Header content a TFI not matching the assigned TFI, and will hence not act on the block.
For CIoT devices on the DL, the same multiplexing and de-multiplexing principles of GSM applies. For the UL, a fixed UL allocation is used based on the content of an assignment message received in response to a resource request sent by the CIoT device, see subclause 6.2.3.2.2 or based on the content of a PUAN sent used to indicate one or more UL radio blocks need to be resent.
[bookmark: _Toc411612544]6.2.4.5	Retransmission schemes
Hybrid ARQ together with incremental redundancy, as defined for EGPRS today, should be used by the network and shall be supported by the device. 
When fixed UL allocation is used, see subclause 6.2.3.2.2, full knowledge can be obtained by the network on which block is transmitted on which resources by the device. Hence, it is possible for the network to provide incremental redundancy without effectively reading the RLC/MAC header to find the related BSN field during the soft combining process. This provides some performance benefits since the RLC/MAC header performance is, although more robust, similar to the RLC data performance for MCS-1 (the MCS used when in extended coverage). After each HARQ transmission the RLC/MAC header should still be attempted to be decoded to verify that the BSN and TFI match the values assumed during the combining process.
[bookmark: _Toc411612545]6.2.4.6		Random Access Procedure
[bookmark: _Toc411612546]6.2.4.6.1	General
An EC-GSM device can access the EC-GSM system by using one of the two different random access channels. If the device is in normal coverage the legacy RACH is used. A device in extended coverage use EC-RACH.
An EC-GSM device needs to estimate its UL Coverage Class, (CC), before accessing the system. If the devices estimates its UL CC to be in extended coverage it will access the system by sending the access request bursts on the allocated frames for that CC. If the device is in normal coverage it can use any frame as per legacy procedure. See Table 6.2-3 for details. For each UL CC there will be an associated TSC which shall be used when sending the access request. An EC-GSM device needs also to inform the BTS of the DL CC used to access the system.
Only one phase access is supported by CIoT devices accessing the network using a Access Burst format, minimizing the signalling overhead.
[bookmark: _Toc411612547]6.2.4.6.2	Burst types
A CIoT device accessing the system can do this by using two different burst formats, and by that indicate different information to the network. Irrespective of access option used, the optimized functionality associated with CIoT, such as optimized signalling procedures, shall be supported by the device, and implicitly signalled to the network by using the new access format. 
All access options are summarized in table 6.2-6
Table 6.2-6: Random Access – options
	Burst type1
	TS used on C01
	Option

	AB
	0
	- Used only by CIoT devices in normal coverage

	NB
	0
	- When accessing in small cell, or for stationary devices, see subclause 6.2.3.2.1
- MS ID included for faster contention resolution
- Used only by CIoT devices in normal coverage

	AB
	1
	- Used by CIoT devices in extended coverage

	NB
	1
	- When accessing in small cell, or for stationary devices, see subclause 6.2.3.2.1
- MS ID included for faster contention resolution
- Used by CIoT devices in extended coverage

	NOTE1: See Table 6.2-3 for mapping onto physical resources.



Burst types:
-	An Access Burst, AB, will follow the existing 11 bit format of the legacy EGPRS Packet Channel Request message but with optimizations in the way of re-used code points. 
-	A Normal Burst, NB, will support substantially more payload space than an AB and will be sent when a device is operating in small cell environment or is otherwise able to determine what Timing Advance to apply at the point of sending the Access Request.
An AB burst sent on RACH shall include:
-	Random bits (3 bits) – used as today to resolve contention in the access
-	A priority indication (1 bit) – used to indicate if the access is of alarm type or not
-	A block count indication (4 bits) - based on MCS-1
Table 6.2-7. RACH - AB format, TS0
< One Phase Access Request : 	100	< Priority : bit (1) >
			< RandomBits : bit (3) >
			< Block Count (4) > >

An AB burst sent on EC-RACH shall, in addition, include an indication of the estimated DL coverage class (3 bits) - expected to be used by the BTS when sending the matching response on the EC-AGCH.
Table 6.2-8. EC-RACH - AB format, TS1
< One Phase Access Request : 					< Priority : bit (1) >
						< RandomBits : bit (3) >
						< DL CC : bit (3) >
						< Block Count : bit (4) > >

A Normal Burst sent on RACH or EC-RACH shall include a MSID (e.g. using the 32 bits long TLLI). This is to minimize the signalling required for contention resolution and also allow for a faster acquisition of the MS capabilities. In addition, it will also include the information sent in the AB according to the RACH used, except for the random bits, which are not needed due to the inclusion of MS ID.
[bookmark: _Toc411612548]6.2.4.6.3	Contention Resolution
When an access attempt is made by transmitting an AB burst on the RACH/EC-RACH, contention resolution will be based on legacy 1 phase access (i.e. to minimize control plane signaling).
When an access attempt is made by transmitting an NB burst on the RACH/EC-RACH, contention resolution will be based on an Access Request – Access Response exchange. The Response sent on the AGCH/EC-AGCH will contain the MS ID received by the BSS in the corresponding Access Request.
[bookmark: _Toc411612549]6.2.4.6.4	System Access Procedure and Overload Control
The EC-GSM device will to a large extent follow legacy RACH behaviour but with adaptations and repetitions according to its estimated UL coverage class. The device shall send the first Access Request message in the first available TDMA frame belonging to the set of EC-RACH bursts corresponding to its estimated UL coverage class. The device may send a maximum number of Access Request messages (retries) according to its UL coverage class on the EC-RACH where the maximum value of retries is broadcasted in the system information on EC-BCCH. If the maximum number of retries N for a given access attempt is reached (where each retry involves transmitting X bursts on the EC-RACH where X is determined according to the estimated uplink coverage class), legacy type behaviour is used whereby a timer is started while waiting for a matching Access Response. However, this timer value shall be updated to account for the Y repetitions expected for the matching Access Response (determined by the estimated downlink coverage class included in the Access Request). 
When sending an Access Request using an AB burst or NB on EC-RACH, a device will look for a matching Access Response within a limited time window that may be different from that associated with legacy operation. The EC-RACH parameter T, used by the CIoT device to get a random wait value before next retry is made for the current access attempt, will be broadcasted on EC-BCCH. Note however that regardless of the parameter T, the CIoT device is only allowed to start any given retry of its current access attempt according to the set of slots specific to its uplink coverage class, see Figure 6.2-5. 
For an Access Request sent on EC-RACH, if a device does not receive a matching Access Response in the expected time window after N re-tries (i.e. a system access attempt failure occurs) then when it performs a subsequent system access attempt it may increment its coverage class (functionality could also be controlled using System Information) and adjust the maximum number of retries allowed for that access attempt (e.g. to N – 1 retries).
SI sent on EC-BCCH will be used to indicate the value by which N should be adjusted and if an increment of coverage class is to be used after an access attempt failure. 
When sending an Access Request using TS1 a device will make use of an EC:SCH based implicit reject overload control (applicable to the PS domain only) with the flexibility of discriminating between devices in their home PLMN and devices in a visited PLMN. 
Regardless of what information an CIoT device provides within a RACH access request, it uses the MS Radio Access Capability IE (included within the RAU Request message) to indicate its full set of capabilities, thereby allowing a BSS to query the SGSN for device capability information while managing a device in the EC-Packet Transfer state.
[bookmark: _Toc411612550]6.2.4.7	Priority handling
CIoT devices attempting to access the system autonomously (i.e. system access attempts not triggered by the network) on TS0 or TS1 always include a single priority bit in the RACH access request to allow the BSS to distinguish between RACH access requests made for alarm reporting from those made for normal reporting. This allows for prioritizing both the quantity and scheduling of uplink PDTCH resources assigned for alarm reporting given the reduced latency requirements of such reports.
[bookmark: _Toc411612551]6.2.4.8		Segmentation
[bookmark: _Toc411612552]6.2.4.8.1	Data
LLC PDUs sent to or received from an IoT device may consist of 100 or more octets and as such RLC data blocks will support the segmentation (and re-assembly) of LLC PDUs using current EGPRS segmentation procedures. However, the use of a modified RLC data block header content (e.g. smaller BSN field) and fixed allocation for IoT devices translates into some differences when segmenting LLC PDUs into multiple RLC data blocks compared to legacy segmentation procedures.
[bookmark: _Toc411612553]6.2.4.8.2	Control blocks
Control messages sent to or received from an IoT device are always carried within a single control block (PACCH block) and as such segmentation of control messages into multiple control blocks is not supported.
[bookmark: _Toc411612554]6.2.4.9	RLC procedures
[bookmark: _Toc411612555]6.2.4.9.1	General
General RLC procedures defined in GSM, see clause 9 of TS 44.060 [14], applies to CIoT devices. 
In order to reduce overall device complexity and implementation effort, the following also applies:
-	Only RLC Acknowledged mode is supported.
-	Only single TBF operation is supported (no support for EMST, EMSR).
-	No Piggy-backed Ack/Nack (PAN) operation is supported.
-	A maximum Sequence Number Space (SNS) of 32 shall be supported, implying a maximum Window Size (WS) of 16 (today GPRS supports a WS of 64 and EGPRS a WS of 1024).
- 	An RLC buffer size of 16 RLC blocks shall be supported (today EGPRS supports a buffer size up to 1024).
-	No compression algorithm of the Ack/Nack bitmap shall be supported.
[bookmark: _Toc411612556]6.2.4.9.2	RLC/MAC header (EC-PDTCH)
[bookmark: _Toc411612557]6.2.4.9.2.1		Header format
The RLC/MAC header format is the same as for EGPRS MCSs (i.e. same payload size, channel coding definitions and burst mapping). Due to reduced RLC functionality the content of the header is re-defined.
In figure 6.2-10 and 6.2-11 the format of the RLC/MAC header is shown for MCS-1-4 (Header Type 3) for the DL and UL respectively. In case a CIoT device supports the full EGPRS MCSs set, the same design principles applies to Header Type 1 (MCS-7-9) and Header Type 2 (MCS-5-6).
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Figure 6.2-10. EGPRS downlink RLC data block header for MCS-1, MCS-2, MCS-3 and MCS-4.
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Figure 6.2-11. EGPRS uplink RLC data block header for MCS-1, MCS-2, MCS-3 and MCS-4.
[bookmark: _Toc411612558]6.2.4.9.2.2	Temporary Flow Identity (TFI)
The TFI field identifies the TBF and is formatted in the same position as in current EGPRS RLC/MAC Headers to provide backwards compatibility (see subclause 6.2.4.4).
The TFI field is 5 bits long and hence can simultaneously address up to 32 devices multiplexed on the same resources. Due to the amount of devices expected in future CIoT scenarios, it can be considered to expand the TFI field beyond 5 bits.
[bookmark: _Toc411612559]6.2.4.9.2.3	Polling (P)
.The current ES/P field indicates whether the MS addressed by the DL block is polled, and the type of bitmap expected, as well as a request to include a measurement report in the response. The current RRBP indicates the resources reserved for the UL response in case the ES/P is valid.
For CIoT devices it is assumed:
-	A few response times from the CIoT device could be useful to support
-	Due to the small RLC WS of 16, the full bitmap, as well as a full measurement report, can always be included.
 Hence a polling field (P) of two bits should be able to cater for this purpose.
[bookmark: _Toc411612560]6.2.4.9.2.4	Block Sequence Number (BSN)
Due to the reduction of the EGPRS WS from at most 1024 to 16 the BSN field is consequently reduced from 11 bits to 5 bits.
[bookmark: _Toc411612561]6.2.4.9.2.5	Coverage Class (CC)
A 2-bit field is included to signal the coverage class used in the block. 
Due to the repetition of multiple instances of the same DL block, and due to the fact that a lower coverage class is always a partial mapping of a higher coverage class, see Table 6.2-3, the CC indication can be used by the lower coverage class CIoT devices monitoring the DL physical channel, i.e. in case CC indicates a higher coverage class, then the lower coverage class devices, need not monitor the rest of the repetition period.
For example, a device in CC1 monitors the DL, decodes the RLC/MAC header on TS0, with an indication that CC5 is used. It need then not to process the DL blocks on TS1,2,3 since a CC5 block will always be mapped onto TS0,1,2,3 in the same TTI, and can stop monitoring the second TTI period, see Table 6.2-3.
Editor’s Note: It should be noted that the number of coverage classes to be supported is not determined yet.

[bookmark: _Toc411612562]6.2.4.9.2.6	Coding and Puncturing Scheme (CPS), Uplink State Flag (USF), Split Block (SPB), Stalling Indicator (SI), Retry (R) 
The CPS, USF, SPB, SI and R fields are defined as in current GSM operation, see subclause 10.4 in TS 44.060 [14].
[bookmark: _Toc411612563]6.2.4.9.2.7	Countdown Value (CV)
The Countdown Value in current GSM specification indicates the current number of remaining RLC data blocks for the uplink TBF. Similarly for CIoT devices, a functionality is foreseen to cater for an open ended TBF functionality. I.e. for the device to indicate that the initial RLC block count in the access request shall be extended.
[bookmark: _Toc411612564]6.2.4.9.2.8	Spare bits
In the RLC/MAC DL header, eight spare bits are defined for future use. The bits could for example cater for an extended TFI identifier space, as mentioned in subclause 6.2.4.9.2.2.
In the RLC/MAC UL header, nine spare bits are defined for future use. Also for the UL, an extended TFI identifier space could be catered for.6.2.4.9.3
[bookmark: _Toc405798841][bookmark: _Toc411612565]6.2.5	Radio resource management
e.g. MS states, system information, mobility procedure in different states, radio resource management ( e.g. bearer addition, modification, release principles, admission control principles, mobility management principles, load balancing principles, interference mitigation principles) etc.
[bookmark: _Toc411612566]6.2.5.1	MS states
IoT devices operating on TS0 or TS1 support the EC-Idle and EC-Packet Transfer states which are similar to the legacy Idle and Packet Transfer states. However, the set of functions supported in the EC-Idle and EC-Packet Transfer states and the methods for entering/exiting these states are optimized in the interest of power efficient operation.
[bookmark: _Toc411612567]6.2.5.2	System Information
The BCCH space requirements for GSM Evo based System Information on TS1 is substantially reduced compared to that of legacy GSM networks on TS0 due to the elimination or reduction of the functionality listed below:
-	COMPACT GSM information not supported.
-	PS Handover nor Idle mode measurement reporting not supported (no measurement reporting).
-	Cell reselection supported but limited to GSM evolution neighbour cells or legacy type GSM neighbour cells.
-	Cell Change Notification not supported.
-	DTM not supported.
-	MBMS not supported.
-	Access Barring control (CS domain centric) not supported.
-	Access Barring control (PS domain centric) supported but limited to Implicit Reject type. 
Another simplifying attribute is that all system information is considered to have equal priority and is therefore transmitted with equal priority. This is in contrast to legacy GSM systems where the transmission of some information needs to be prioritized due to service ready requirements (e.g. CS call establishment readiness as soon as possible after power on or cell reselection).
An example of a detailed analysis of legacy GSM System Information together with its intended purpose and applicability to EC-GSM based systems is provided in Tdoc GP-140603 [6.2-3] where the conclusions are provided in Table 6.2-9 below.
[bookmark: _Ref395690825]Table 6.2-9. Legacy GSM SI Content Mapped to GSM Evolution BCCH Space.
	GSM SI message
	Equivalent Information Needed for Cellular IoT BCCH?
	Projected Cellular IoT BCCH space per cycle

	SI 1
	Yes
	6 or 8

	SI 2
	Yes
	8

	SI 2bis, SI 2ter, SI 2quater
	No
	0

	SI 2n
	No
	0

	SI 3
	Yes
	14

	SI4
	No
	0

	SI 5, SI 6, SI 7, SI 8, SI 9 and SI 10
	No
	0

	SI 13
	Yes
	7

	SI 13alt, SI 14, SI 15, SI 16, SI 17, SI 18,   SI 19, SI 20, SI 21
	No
	0

	SI 22
	Yes
	0 (see Note)

	SI 23
	Yes
	0 (see Note)

	SI New
	Yes
	1

	Total:
	
	36/38

	Note: 40 octets of broadcast space is projected to be needed when mapping the applicable content of legacy GSM SI to Cellular IoT BCCH space for the example considered where multiple PLMNs are not included in the system information.



As indicated in Table 6.2-9, about 36 or 38 octets will be required to transmit a full cycle of system information which translates to 2 CS-1 coded radio blocks. One or two additional radio blocks can be added to support a full cycle of BCCH information such that a total of up to 3 or 4 CS-1 coded radio blocks can be used if needed for future enhancements. Using 2 CS-1 radio blocks to support the EC-BCCH space requirements wherein each is sent using 16 blind transmissions allows for the following:
-	Using one radio block on TS 1 of the BCCH carrier (constructed using the legacy CS-1 format) within each 51-MF to support the BCCH space allows for 16 blind transmissions of a first CS-1 coded radio block during 16 consecutive 51-MF and 16 blind transmissions of a second CS-1 coded radio block during the next 16 consecutive 51-MF.  As such, a device in the worst coverage class will receive a full cycle of BCCH information about once every 8 seconds.
-	If 4 CS-1 coded radio blocks of system information are eventually needed for the EC-BCCH space then this same 8 second acquisition time can be realized by allowing a 2nd radio block on TS1, similar to BCCH extended supported by current GSM operation, within each 51-MF to send EC-BCCH information.
[bookmark: _Toc411612568]6.2.5.3	Mobility Management
[bookmark: _Toc411612569]FFS 6.2.5.4	Radio Resource Management
A device indicates it is CIoT capable by:
-	Sending an AB with EGPRS code point ‘100’ or a NB on the RACH of TS0
-	Sending an AB or NB on the RACH on TS1
A CIoT device attempting system access on TS0 supports: 
-	AB on the RACH with enhancements to the legacy 11 bit code point format and NB on the RACH with a completely new code point format
-	Optimized AGCH signaling (i.e. new AGCH messages)  A CIoT device operating on TS1 in EC-Idle mode supports:
-	An optimized sleep mode procedure (e.g. short sync)
-	AB on the RACH with a completely new 11 bit code point format and NB on the RACH with a completely new code point format
-	Optimized PCH/AGCH block coding format (i.e. a 2 burst block)
-	Optimized PCH/AGCH signaling (i.e. new PCH/AGCH messages) 
-	Nominal paging group determination based on eDRX when paging based reachability is required
A CIoT device operating in EC-Packet Transfer mode supports:
-	EC-PACCH block formats and headers (using 4 bursts per block)
-	EC-PDTCH block formats and headers (e.g. reduced BSN field)
-	EC-PACCH signalling (e.g. a subset of legacy PACCH messages with modified content/new PACCH messages)
-	Uplink EC-PDTCH transmissions made using Fixed Allocation if in extended coverage (indicated by the type of RACH request)
-	Uplink EC-PDTCH transmissions made using Fixed Allocation or USF if in normal coverage (indicated by the type of RACH request)
-	Downlink EC-PDTCH block transmissions made using Flexible DL Allocation (See 6.2.4.4)
-	Uplink EC-PACCH block transmissions made using Fixed Allocation (i.e. RRBP based)
-	Downlink EC-PACCH block transmissions made using Flexible DL Allocation (See 6.2.4.4)
Assignment and paging messages sent to an IoT device on the EC-AGCH/EC-PCH of TS1 are coded using 2 burst radio blocks (see Table 6.2-3) and inherently support a content that reflects the optimized functionality associated with CIoT device operation. A simplified and reduced set of PACCH messages is needed for managing CIoT devices operating in the EC-Packet Transfer state in light of the optimized functionality associated with CIoT device operation. 
For the same reason, the amount of signalling payload required per PACCH message is reduced for IoT devices, thereby eliminating the need for PACCH message segmentation in the EC-Packet Transfer state and allowing for a more robust channel coding of PACCH blocks (i.e. less message payload space is required per PACCH block).

[bookmark: _Toc411612570]6.2.5.5	EC-PACCH Message Set
A reduced functionality is expected for managing EC-GSM devices in EC-Packet Transfer mode considering that the prime activity performed will be the transfer of a limited number of RLC data blocks using Acknowledged mode without the need for measurement reporting, PS Handover, RR connection establishment, multiple TBFs, ongoing uplink and downlink TBFs etc. As such, a substantially simplified set of EC-PACCH messages with reduced content (compared to legacy PACCH messages) will be needed as described below:
[bookmark: _Toc411612571]6.2.5.5.1	EC Packet Access Reject – DL EC-PACCH
This EC-PACCH message will only be sent for the case where PDAN indicates all DL data blocks have been received and the device requires the establishment of an UL TBF (indicated within the PDAN) but the BSS cannot allocate the requested UL resources. If this occurs the device will simply return to the EC-Packet Idle state and use the EC-RACH/RACH to re-attempt UL TBF establishment. This message is expected to easily fit within a single DL EC-PACCH block.
[bookmark: _Toc411612572]6.2.5.5.2	EC Packet Downlink Ack/Nack – UL EC-PACCH
This EC-PACCH message will only be sent by a device when polled to do so by the BSS (see [2]). Since the BSN space supported for DL transmissions will be small (i.e. 5 bits) this message is expected to easily fit within a single UL EC-PACCH block. 
[bookmark: _Toc411612573]6.2.5.5.3	EC Packet Upink Ack/Nack – DL EC-PACCH
This EC-PACCH message will only be sent to a device after reception of the expected number of pre-allocated UL data blocks. The BSN space supported for UL transmissions will be small (i.e. 5 bits) and the corresponding bit map will not contribute substantially to the size of this EC-PACCH message. However, this message will also be required to assign the device the next set of pre-allocated UL data blocks the device will use to send additional RLC data blocks. As such, it will have the greatest demands regarding payload space.
[bookmark: _Toc411612574]6.2.5.5.4	EC Packet Control Ack – UL EC-PACCH
This message will only be sent by a device in response to receiving a PUAN indicating the successful completion of an UL TBF when an indicator in PUAN block header indicates a Packet Control Ack is required.
[bookmark: _Toc411612575]6.2.5.5.5	EC Dummy Control Block – DL EC-PACCH
Regardless of why a BSS may choose to send this EC-PACCH message as a filler block it will identify the receiving device using TFI and as such it is expected to easily fit within a single EC-PACCH block.
[bookmark: _Toc411612576]6.2.5.5.6	EC Packet Power Control/Timing Advance – DL EC-PACCH
This EC-PACCH message allows a BSS to transmit adjust power level/timing advance if necessary during a TBF even though the potential for needing to do so is expected to be low given the short duration of UL transmissions made by CIoT devices (e.g. 100 octets). It can also be sent to a device during a DL TBF if needed. When sent it will identify the target CIoT device using TFI and as such it is expected to fit within a single EC-PACCH block.
[bookmark: _Toc411612577]6.2.5.5.7	EC Packet Downlink Assignment – DL EC-PACCH
This EC-PACCH message is used for the case where header information within RLC data blocks sent during an UL TBF indicate the device expects a DL response (e.g. application layer ack) shortly after completion of UL transmission. The BSS would then send this message to establish the DL TBF at some point after sending the PUAN confirming that all UL RLC data blocks of the UL TBF have been received. 

[bookmark: _Toc411612578]6.2.5.6	Fixed Uplink Allocation
Fixed Uplink Allocation (FUA) is used on the uplink of an EC-PDTCH by providing a device with a fixed starting point to transmit each one of the set of RLC data radio blocks required to send its buffered user plane payload, as shown in Figure 6.2-12. 
1. The key principle of FUA is that a device is pre-allocated (in an EC-AGCH Resource Assignment message) a set of radio blocks over up to 4 timeslots where it sends one or more RLC data blocks where each is repeated according to value for NTX, UL indicated by the assignment message. 
1. The set of radio blocks are allocated so that all repetitions of a specific RLC data block are sent contiguously but without requiring that each of the RLC data blocks sent are sent contiguous to each other.
1. After the transmission of its allocated radio blocks the device waits for a corresponding PUAN which occurs within a variable amount of time after it transmits the last allocated radio block. The PUAN provides an Ack/Nack bitmap and another set of pre-allocated uplink radio blocks (if necessary) to continue its uplink transmission.
1. The sequence of signaling events shown in Figure 6.2-12 are those associated with an IoT device with an uplink coverage class requiring NTX, UL repetitions, a downlink coverage class requiring NTX, DL repetitions and requiring X MCS-1 coded RLC data blocks to send its user plane payload. 
1. Due to the half-duplex nature of FUA no simultaneous downlink reception will occur during the time of an uplink transmission. 
The principles of Fixed Uplink Scheduling are summarized in Table 6.2-10.
Table 6.2-10: UL scheduling principles
	Coverage of DL user 
(receiver of data)
	Coverage of UL user 
	UL based scheduling principle

	Normal
	Normal
	USF / Fixed UL allocation1

	Normal
	Extended
	Fixed UL allocation 

	Extended
	Normal
	USF / Fixed UL allocation1

	Extended
	Extended
	Fixed UL allocation

	NOTE: In case the UL user is a non CIoT device, USF based scheduling is always used.
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Figure 6.2-12 – Uplink Small Data Transmission 

[bookmark: _Toc411612579]6.2.5.7	Flexible Downlink Allocation
Flexible Downlink Allocation (FDA) is used on the downlink of an EC-PDTCH by sending a device a Downlink Assignment message that indicates the earliest possible starting point at which the device is to start looking for the possible arrival of downlink payload on its assigned DL EC-PDTCH resources as shown in Figure 6.2-13. 
-The key principle of FDA is that a device is told to expect (in an EC-AGCH Resource Assignment message) a variable number of DL RLC data blocks over up to 4 timeslots where each RLC data block is repeated according to value for NTX, DL indicated by the assignment message.
-The BSS sends all repetitions of a specific RLC data block contiguously but may not send each of the RLC data blocks contiguous to each other. As such, a device will not know the precise starting point of any of the RLC data blocks after receiving the assignment message (other than knowing they will be sent according to its NTX, DL) but will know that each will be sent by the BSS using contiguous radio blocks.
-The point at which a device stops attempting to receive RLC data blocks is determined according to where it is polled to send a PDAN on the UL EC-PACCH. In other words, the number of additional RLC data blocks it receives after receiving the first one is variable but any additional RLC data blocks must arrive prior to where it is polled to send a PDAN (i.e. it will not look for additional DL RLC data blocks while completing the PDAN transmission).
-When searching for the first radio block used to send any given RLC data block a device examines fixed sets of EC-PDTCH blocks based on NTX, DL. For example, a device using NTX, DL = 2 (i.e. 2 blind repetitions) will only look at fixed pairs of EC-PDTCH blocks in an attempt to receive an RLC data block. As such, it will view each 52-multiframe on a monitored TS as potentially containing 6 pairs of EC-PDTCH blocks, where any one of these pairs may potentially contain an expected RLC data block.
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Figure 6.2-13 – Downlink Small Data Transmission
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[bookmark: _Toc411612584]7.1.1		General
To support massive number of low throughput MTC devices (UEs) with a limited number of 200 kHz resource blocks, each resource block is divided into a large number of “narrow band” physical channels which are individually modulated and pulse-shaped. Channelization is done in a frequency division multiplexed (FDM) manner, for both the uplink and the downlink.
The downlink channelization supports efficient frequency re-use, which is important for maintaining overall system capacity, and low complexity equalisation at the UE receiver. It also allows separation of traffic for different UE coverage classes onto different physical channels which allows easier optimisation of MAC characteristics, such as latency, for each coverage class.
The uplink channelization provides a very efficient means to improve the uplink coverage without compromising the uplink capacity. The channel spacing in the uplink is a fraction (e.g. 1/3) of that in the downlink. This creates many more physical channels in the uplink than in the downlink. With a significantly higher number of parallel uplink data transmissions, the aggregate uplink transmit power increases proportionately, and so does the achievable uplink capacity. 
Other techniques such as symbol rate spreading and burst rate repetition are employed in both the uplink and the downlink to further extend the coverage.
Unlike in GSM, the duration of a burst is variable, and a physical channel is only defined in the frequency domain, not in the time domain (i.e. there is only one physical channel per carrier). Different types of bursts can be carried on a physical channel, depending on the channel type.
The minimum system bandwidth is a single resource block. Additional resource blocks can be used to increase network capacity, and can have the additional benefit of providing frequency diversity if they are sufficiently separated in frequency. The choice of resource block bandwidth allows the system to be deployed by re-farming one or more GSM carriers. However, other deployment options are also available, such as deploying the system stand-alone in any suitable fragment of spectrum, or potentially within the guard-bands of another system.
The base station operates in RF full duplex mode in order to maximize network capacity. MTC devices operate in half duplex mode to reduce the RF cost.
[bookmark: _Toc411612585]7.1.2	Downlink physical layer design
[bookmark: _Toc411612586]7.1.2.1 	Basic transmission scheme
[bookmark: _Toc411612587]7.1.2.1.1 	Multiplexing scheme
7.1.2.1.1.1	 Channelization
For the downlink, it is proposed that the 200 kHz resource block is sub-divided into multiple downlink physical channels, for example 12 channels, which occupy a total of 180 kHz, plus a 10 kHz guard band at each edge. This is illustrated in Figure 7.1.2-1.

Figure 7.1.2-1.  Downlink channelization
The physical channels are numbered DL_CHAN = 0 to 11, with DL_CHAN = 0 representing the lowest frequency channel. The centre frequency, FDL(DL_CHAN), of each physical channel relative to the lowest frequency of the resource block is given by:
FDL(DL_CHAN) = (DL_CHAN + 0.5) x 15 + 10 kHz
There are three types of downlink physical channels: the physical broadcast and synchronization channel (PBSCH) that carries synchronization signal and basic broadcast information ( information block 1), the extended physical broadcast channel (EPBCH) that carries extended broadcast information (broadcast  information blocks 2, 3 and 4), and the physical downlink shared channel (PDSCH) that carries data, control information, paging, and signalling, etc. A change in the extended broadcast information is indicated in the basic broadcast information. This minimizes the average time taken by a UE to access the broadcast information.
Each base station sector is allocated a number of downlink channels according to the frequency re-use strategy. At least two downlink physical channels are reserved for PBSCH and EPBCH, and these physical channels are shared amongst all base stations using code division techniques. The remaining downlink physical channels are used for PDSCH.
A UE is not required to receive multiple downlink channels simultaneously, though must be capable of re-tuning its receiver from one downlink physical channel to a different downlink physical channel.
There is no requirement for different base stations to be time aligned.
This approach to channelization of the downlink has several benefits compared with using a single physical downlink channel that occupies the entire resource block:
-	An IoT network can be deployed using a total of only 200 kHz system bandwidth, since frequency re-use is incorporated within this system bandwidth by allocating subsets of downlink channels to neighbouring base stations.
-	Flexible and spectrally efficient frequency re-use is possible by appropriate selection of the frequency re-use factors according to the coverage enhancement associated with the traffic being carried on each channel.
-	Receiver equalization is very simple for the UE, due to the channel bandwidth being lower than the coherence bandwidth of the propagation channel. This reduces UE complexity whilst making the system performance very robust to channels with large delay spreads (similar to OFDM, though with no requirement for an FFT).
-	The individual pulse shaping of the modulation on each downlink channel means that there is no requirement to time-align base stations since “orthogonality” is achieved by frequency separation.
-	By allocating a single, deterministic physical channel to transmit the broadcast information, a UE can efficiently identify the presence of a Cellular IoT signal and find the strongest base station.
-	Downlink control and traffic to UEs requiring different levels of coverage enhancement can be separated by physical downlink channel, which allows characteristics of the overall system, such as latency, to be optimized separately for each coverage class.
7.1.2.1.1.2	Time structure
The proposed time structure for the downlink is illustrated in Figure 7.1.2-2.
The longest recurrent time period of the time structure is called a hyperframe and has a duration of 20971520 ms (or 5 h 49 mn 31 s 520 ms).
One hyperframe is subdivided into 4096 superframes which each have a duration of 5120 ms. Superframes are numbered modulo this hyperframe (superframe number, or SFN, from 0 to 4095).
One superframe is subdivided into 64 frames which each have a duration of 80ms. Frames are numbered modulo this superframe (frame number, or FN, from 0 to 63). A frame is the time unit for transmission of the broadcast signal and synchronization information on PBSCH. One frame is also the minimum interval between transmissions of successive downlink control information (DCI) bursts on PDSCH.
One frame comprises eight slots which are numbered modulo this frame (slot number, or SN, from 0 to 7). One slot lasts 10 ms and is the minimum scheduling unit on PDSCH. Unlike in GSM, the eight slots in one frame belong to the same physical channel.

Figure 7.1.2-2.  Downlink time structure
7.1.2.1.1.3	Burst structure
A burst is an instantaneous transmission of data over a physical channel with a variable duration of one or more slots. There are four types of bursts in the downlink:
1)	Synchronization and broadcast burst. This burst is transmitted on PBSCH and is used for frequency and time synchronization and for basic system information broadcasting. It has a duration of one frame and contains 640 symbols for synchronization sequences and 320 symbols for broadcast information block 1.
2)	Broadcast burst. This burst is transmitted on EPBCH and is used for extended system information broadcasting. It has a duration of eight frames and contains 7680 symbols: 2880 symbols for broadcast informationblock 2, 2880 symbols for broadcast information block3 and 1920 symbols for broadcast information block 4.
3)	DCI (downlink control information) burst. This burst is periodically transmitted on PDSCH and is used to carry cell-specific (e.g. random access resource indicator) or UE-specific control information (e.g. scheduling information) for both the uplink and the downlink. It comprises a fixed-length part with a duration of 3 slots and a variable-length part. The reason for a variable length is that the amount of scheduling information is variable depending on the number of users being scheduled. The length of variable-length part is indicated in the fixed-length part.
4)	Non-DCI burst type 1. This burst is transmitted on PDSCH and is used to carry data and signalling information for higher layers. It has a duration of an integral number of slots, each containing 120 symbols. The length of this burst is indicated in the scheduling information.
The structure of the synchronization and broadcast burst is shown in Figure 7.1.2-3, and the structure of the broadcast burst is shown in Figure 7.1.2-4.




Figure 7.1.2-3.  Synchronization and broadcast burst

Figure 7.1.2-4.  Broadcast burst
The structure of the fixed-length part of a DCI burst is shown in Figure 7.1.2-5. A 20-bit preamble is inserted at the beginning of the burst to facilitate re-synchronization of UEs on wake-up from short DRX/DTX. Pilot symbols are inserted at regular intervals into the stream of data symbols, using 2 pilots for every 8 data symbols, to enable channel tracking and so coherent demodulation. Both preamble symbols and pilot symbols can be used for signal quality measurements.

Figure 7.1.2-5.  Fixed-length part of a DCI burst
Non-DCI burst type 1 and the variable-length part of a DCI burst share the same structure which is shown in Figure 7.1.2-6. The number of slots (i.e. N1) is indicated in the fixed-length part of the corresponding DCI burst. Pilot symbols are inserted in the same way as for the fixed-length part of a DCI burst (see Figure 7.1.2-5).

Figure 7.1.2-6.  Non-DCI burst type 1 or the variable-length part of a DCI burst
Depending on the intended coverage level, a burst may be repeated a number of times when being transmitted in order to support reception in poorer link budget conditions.
7.1.2.1.1.5	DCI interval
The subset of PDSCHs that are configured for transmission of DCI bursts is indicated in the broadcast system information. DCI bursts are only transmitted at the beginning of a frame. The number of frames between successive DCI bursts, called the DCI interval, is also indicated in the broadcast system information. The DCI interval is specific to each PDSCH where DCI bursts are transmitted and is configured according to the intended coverage level, e.g. 4 frames for normal coverage and 64 frames for extended coverage as shown in Figure 7.1.2-7. Similarly, the modulation and coding scheme (MCS) for the DCI bursts on a given PDSCH is indicated in the broadcast system information.

Figure 7.1.2-7.  DCI interval for normal and extended coverage
[bookmark: _Toc411612588]7.1.2.1.2	Transmission chain
7.1.2.1.2.1	General
The transmission chains for PBSCH, EPBCH and PDSCH are shown in Figure 7.1.2-8, Figure 7.1.2-9 and Figure 7.1.2-10, respectively.


Figure 7.1.2-8.  Transmission chain for PBSCH



Figure 7.1.2-9.  Transmission chain for EPBCH



Figure 7.1.2-10.  Transmission chain for PDSCH
7.1.2.1.2.2	FEC and rate matching
Convolutional coding with tail biting is utilised on the downlink for forward error correction (FEC) because this provides good coding gain with modest UE receiver complexity, whilst being applicable to the relatively short bursts that are common in a low throughput IoT system. Two coding rates are proposed: rate ½ (using octal polynomials 133 and 171 with tail biting termination)  and rate ¾, where the rate ¾ code is constructed by puncturing the rate ½ code. This is similar to the design principle for IEEE 802.11 a/g.
The rate ½ encoder structure is illustrated in Figure 7.1.2-11, where bit v1(k) is output before bit v2(k). The encoder state is initialised by the last 6 bits of the input sequence u(k) to form a tail biting code.


Figure 7.1.2-11.  Rate ½ convolutional encoder structure
The output sequence of the rate ½ Convolutional encoder is of the form v1(k), v2(k), v1(k+1), v2(k+1), v1(k+2), v2(k+2), etc. The output sequence of the rate ¾ code is obtained by puncturing the rate ½ encoder output such that the output sequence is of the form v1(k), v2(k), v1(k+1), v2(k+2), v1(k+3), v2(k+3), etc, as illustrated in Figure 7.1.2-12 where the framed bits are punctured. The purpose of choosing a simple puncturing scheme is to reduce the processing complexity at the UE receiver.


Figure 7.1.2-12.  Puncturing for rate 3/4 convolutional code

A block interleaver is applied after convolutional encoding to provide time diversity and to improve performance in the case of correlated bit errors. The output bit stream after Convolutional encoding (and puncturing in the case of rate ¾ code) is then interleaved according to a simple bit-reversal sub-block interleaver which is reused from LTE according to the first bit stream (i.e. ) in sub-clause 5.1.4.1.1 of 3GPP TS 36.212 [9]. 
7.1.2.1.2.3	Scrambling
The output bits from FEC/interleaving are scrambled by applying an XOR logical operation between each output bit and the output of a cell-specific scrambling sequence generator. The scrambling can randomize the inter-cell interference and reduce the potential impact of long  sequences of identical bits.
Scrambling using this mechanism is not applied to the primary synchronization signal (PSS), secondary synchronization signal (SSS) or frame index identification signal (FIIS).
The scrambling sequence is defined by a length-31 Gold sequence. The output sequence  of length, where, is defined by 

where  and the first m-sequence is initialized with. The initialization of the second m-sequence is denoted by. Cinit varies for different burst structures.
For a broadcast burst, and broadcast information block 1 which is carried by a synchronization and broadcast burst, the sequence generator is initialised at the start of each burst with a seed that depends on the physical cell identifier, CELL_ID, and the frame index corresponding to the start of the burst, FRAME, as follows:
Cinit = {19’b0, FRAME[5:0], CELL_ID[5:0]} ^ 1
where 19’b0 represents 19 consecutive bits of 0, and ^ represents the logical XOR operation.
For a DCI burst, the sequence generator is initialised at the start of each burst with a seed that depends on the downlink channel number, DL_CHAN, the physical cell identifier, CELL_ID, and the frame index corresponding to the start of the burst, FRAME, as follows:
Cinit = {15’b0, DL_CHAN[3:0], FRAME[5:0], CELL_ID[5:0]} ^ 1
For a non-DCI burst, the sequence generator is initialised at the start of each burst with a seed that depends on the physical cell identifier, CELL_ID, the frame index corresponding to the start of the burst, FRAME, and the UE identifier, UE_ID, as follows:
Cinit = {UE_ID[19:0], FRAME[5:0], CELL_ID[4:0]} ^ 1
7.1.2.1.2.4	PSS generation
To generate a PSS, a length-255 m-sequence, , is first defined by

which is initialised with , , , , , , , and .
A sequence  is then generated by applying an XOR logical operation between each bit of  and the corresponding bit of a scrambling sequence, , as follows:

 is generated by taking the first 255 elements of the  (u = 1 if , or 160 if , or 196 if  where  represents the PCI within a PCI group) row of a  Hadamard matrix,  which is defined by
, 


The PSS, , is then obtained by a differential encoding of  by


which is initialised with .

Finally, the sequence  is modulated using π/2-BPSK to generate the PSS symbols.
7.1.2.1.2.5	SSS generation
To generate a SSS, a length-257 Zadoff-Chu sequence, , is first defined as follows:

A scrambling sequence, , is then generated by

where  is the length-31 Gold sequence generator described in sub-clause 7.1.2.1.2.3 which is initialised with Cinit =  (i.e. the PCI group index).
Finally, the SSS, , is generated as follows:

7.1.2.1.2.6	FIIS generation
The sequence used for FIIS, , is a scrambled, cyclically shifted, m-sequence defined by

where . is the index of the current frame.
The length-127 m-sequence  is defined by



which is initialised with , , , , , , and .
The scrambling sequence  is the length-31 Gold sequence generator described in sub-clause 7.1.2.1.2.3 which is initialised with , whererepresents the PCI group index andrepresents the PCI within a PCI group.
Finally, the sequence  is modulated using π/2-BPSK to generate the FIIS symbols.
7.1.2.1.2.7	Burst mapping
For a PBSCH, the symbols for the PSS, SSS, and FIIS are successively mapped to the “synchronization sequences” part of each synchronization and broadcast burst (see Figure 7.1.2-3). The symbols for the broadcast information block 1 are successively mapped to the “broadcast information block 1” part of eight consecutive synchronization and broadcast bursts (see Figure 7.1.2-3)  For EPBCH, broadcast  information block 2, broadcast information block 3, and broadcast information block 4 are successively mapped to the symbols of one broadcast  burst.7.1.2.1.2.8	Preamble and pilot insertion
A 20-bit preamble sequence is transmitted prior to a DCI burst. This is used for acquisition of fine symbol timing and for fine frequency error offset estimation.
Pilot symbols are inserted between groups of data symbols in order to facilitate channel tracking during a burst. The data symbols, after constellation mapping, are partitioned into groups of 8 symbols. Each group of 8 data symbols is prefixed with 2 pilot symbols. No pilot symbols are inserted after the final group of 8 data symbols.
The preamble sequence and the pilot symbols are generated using the same length-31 Gold sequence generator described in sub-clause 7.1.2.1.2.3. Both the preamble sequence and the pilot symbols are encoded using BPSK modulation irrespective of the modulation method selected for the data symbols.
The sequence generator is initialised at the start of each DCI interval with a seed that depends on the downlink channel index, DL_CHAN, the physical cell identifier, CELL_ID, and the frame index corresponding to the start of the burst, FRAME, as follows:
Cinit = {15’b0, DL_CHAN[3:0], FRAME[5:0], CELL_ID[5:0]} ^ 3
The initial outputs from the sequence generator form the preamble sequence, if present, in order of transmission, and then the subsequent outputs form the pilot symbol sequence in order of transmission.
7.1.2.1.2.9	Modulation
The proposed downlink modulation schemes are π/2-BPSK, π/4-QPSK and 16-QAM. These modulation schemes are preferred over GMSK due to their reduced spectral sidelobes, and higher spectral efficiency in the case of π/4-QPSK and 16-QAM, and slightly improved demodulation performance.
It is anticipated that 16-QAM would only be used for data transmissions and not for control channels. It may be beneficial for cost reasons to define this as an optional downlink modulation scheme for UEs. 
The MCS index for DCI bursts is indicated in the broadcast information. The MCS index and the CBS index for non-DCI bursts on the PDSCH are indicated within the DCI that defines the corresponding resource allocation. Hence no modulation detection is necessary at the UE receiver. 
For the PSS and FIIS on PBSCH, the proposed modulation scheme is π/2-BPSK. For the broadcast information block 1 on PBSCH, and for EPBCH, it is proposed to use a differential modulation scheme (specifically π/2-DBPSK) in order to avoid channel estimation under interference limited radio conditions. The π/2-DBPSK modulation also has the benefit of no pilot symbol overhead and robustness against carrier frequency offset (CFO) and Doppler shift.
For PBSCH, the scrambled bits of broadcast information block 1 are equally divided into eight groups. Each group is then separately modulated using π/2-DBPSK.
7.1.2.1.2.10	Spreading
In addition to burst repetition, symbol spreading provides another means of achieving coverage enhancement. Similar to burst repetition, the additional receiver processing gain is achieved at the expense of reduced data rate. The receiver typically performs coherent integration over the spreading sequence for each symbol. Different spreading sequences are used for each base station in order to provide some suppression of inter-cell interference, especially for transmissions that use higher spreading factors. 
Symbol spreading is applied after constellation mapping. For the higher data rate coding schemes, no spreading is applied, so the output chip sequence equates to the input symbol sequence. For lower data rate coding schemes, each modulated symbol is repeated by the spreading factor and then the resulting chip sequence is multiplied by the spreading sequence.
The spreading sequence is applied to the chips in order of transmission, such that a ‘1’ in the spreading sequence results in a polarity inversion of both the I and Q values for a given chip. The spreading is applied to the preamble, if present, and pilot symbols in addition to the data symbols.
The symbol spreading sequence is generated using the same length-31 Gold sequence generator described in sub-clause 7.1.2.1.2.3.
For PBSCH and EPBCH, the sequence generator is initialised at the start of each burst with a seed that depends on the physical cell identifier, CELL_ID, and the frame index corresponding to the start of the burst, FRAME, as follows:
Cinit = {19’b0, FRAME[5:0], CELL_ID[5:0]} ^ 2
For PDSCH, the sequence generator is initialised at the start of each burst with a seed that depends on the downlink channel index, DL_CHAN, the physical cell identifier, CELL_ID, and the frame index corresponding to the start of the burst, FRAME, as follows:
Cinit = {15’b0, DL_CHAN[3:0], FRAME[5:0], CELL_ID[5:0]} ^ 2
The benefit of symbol spreading compared with burst repetition is that it is possible to achieve the ideal processing gain from coherent combining, in contrast with burst repetitions which may suffer from diminishing returns as the number of repetitions increases due to poorer channel estimation and tracking. However, high symbol spreading factors reduce the maximum channel tracking rate and therefore the tolerance to high Doppler. Therefore, a combination of burst repetition and symbol spreading is proposed.
7.1.2.1.2.11	Phase rotation
Following spreading, a π/2 phase rotation per BPSK chip, or π/4 phase rotation per QPSK chip, is applied in order to reduce the peak-to-average power ratio (PAPR) of the modulation. No phase rotation is applied for 16-QAM modulation.  
The chips associated with the preamble and pilot symbols are phase rotated in accordance with the modulation type used for the data symbols, even though the preamble and pilot chips are always modulated using π/2 -BPSK. 
The total phase rotation for the k’th chip (indexing from k=0 for the first chip of the preamble, if present, otherwise the first pilot chip), is (kπ/2) for π/2 -BPSK, (kπ/4) for π/4- QPSK, and 0 for 16-QAM.
7.1.2.1.2.12	Pulse shaping
The I and Q samples after phase rotation are pulse shaped with a root-raised cosine filter, as defined below. 

where Ts =1/12,000 is the chip period and β = 0.22 is the roll-off factor.
7.1.2.1.2.13	Modulation and coding schemes (MCS)
As shown in Table 7.1.2-1, a total of 10 MCS indexes are supported for the PDSCH, providing PHY data rates ranging from 135 bps to 25.92 kbps. The quoted data rates take into account pilot overheads and are also scaled by 0.9 to allow for retransmissions arising from a 10% block error rate.
Spreading and repetitions are applied for the lower MCS indexes to achieve various coverage extension levels. DL MCS-0 is designed to target an MCL even higher than the 164 dB required by the Cellular IoT study. This assures robustness of the system against interference and also provides some further coverage extension capability. A combination of modulation, code rate, spreading and repetitions has been chosen for each MCS such that for a baseline CBS the required SNR for demodulation (and therefore the achieved coverage) is approximately evenly spaced between MCSs.
[bookmark: _Ref409505736]Table 7.1.2-1: Modulation and coding schemes for PDSCH
	DL MCS index
	Modulation
	Code rate
	Spreading
factor
	Repetition
factor
	PHY data rate (kbps)

	0
	π/2-BPSK
	½
	4
	8
	0.135

	1
	π/2-BPSK
	½
	4
	4
	0.27

	2
	π/2-BPSK
	½
	4
	2
	0.54

	3
	π/2-BPSK
	½
	4
	1
	1.08

	4
	π/2-BPSK
	½
	2
	1
	2.16

	5
	π/2-BPSK
	½
	1
	1
	4.32

	6
	π/4-QPSK
	½
	1
	1
	8.64

	7
	π/4-QPSK
	¾
	1
	1
	12.96

	8
	16-QAM
	½
	1
	1
	17.28

	9
	16-QAM
	¾
	1
	1
	25.92



For each DL MCS there are 18 CBSs, each denoted by a CBS index as shown in Table 7.1.2-2 below.
[bookmark: _Ref409718563]Table 7.1.2-2: CBS for non-DCI burst type 1 and variable-length part of DCI burst
	DL MCS index
	DL CBS index

	
	0
	1
	2
	3
	4
	5
	6
	7
	8

	
	Burst length (ms)

	
	40
	80
	120
	160
	200
	240
	280
	320
	360

	0-3
	48
	96
	144
	192
	240
	288
	336
	384
	432

	DL MCS index
	

	
	9
	10
	11
	12
	13
	14
	15
	16
	17

	
	Burst length (ms)

	
	400
	440
	480
	520
	560
	600
	640
	680
	720

	0-3
	480
	528
	576
	624
	672
	720
	768
	816
	864

	DL MCS index
	DL CBS index

	
	0
	1
	2
	3
	4
	5
	6
	7
	8

	
	Burst length (ms)

	
	20
	40
	60
	80
	100
	120
	140
	160
	180

	4
	48
	96
	144
	192
	240
	288
	336
	384
	432

	DL MCS index
	DL CBS index

	
	9
	10
	11
	12
	13
	14
	15
	16
	17

	
	Burst length (ms)

	
	200
	220
	240
	260
	280
	300
	320
	340
	360

	4
	480
	528
	576
	624
	672
	720
	768
	816
	864

	DL MCS index
	DL CBS index

	
	0
	1
	2
	3
	4
	5
	6
	7
	8

	
	Burst length (ms)

	
	10
	20
	30
	40
	50
	60
	70
	80
	90

	5
	48
	96
	144
	192
	240
	288
	336
	384
	432

	6
	96
	192
	288
	384
	480
	576
	672
	768
	864

	7
	144
	288
	432
	576
	720
	864
	1008
	1152
	1296

	8
	192
	384
	576
	768
	960
	1152
	1344
	1536
	1728

	9
	288
	576
	864
	1152
	1440
	1728
	2016
	2304
	2592

	DL MCS index
	DL CBS index

	
	9
	10
	11
	12
	13
	14
	15
	16
	17

	
	Burst length (ms)

	
	100
	110
	120
	130
	140
	150
	160
	170
	180

	5
	480
	528
	576
	624
	672
	720
	768
	816
	864

	6
	960
	1056
	1152
	1248
	1344
	1440
	1536
	1632
	1728

	7
	1440
	1584
	1728
	1872
	2016
	2160
	2304
	2448
	2592

	8
	1920
	2112
	2304
	2496
	2688
	2880
	3072
	3264
	3456

	9
	2880
	3168
	3456
	3744
	4032
	4320
	4608
	4896
	5184



For the fixed-length part of the DCI burst, the CBSs for each MCS are listed in Table 7.1.2-2 below. The differences arise from the addition of a preamble to the fixed-length part of the DCI burst, which is not present in any other type of burst (see subclause 7.1.2.1.1.3 for more details on the design of DCI burst).
[bookmark: _Ref409630817]Table 7.1.2-3: CBS for the fixed-length part of DCI burst
	DL MCS index
	0-5
	6
	7
	8
	9

	CBS (bit)
	136
	272
	408
	544
	816



For each broadcast information block on PBSCH or EPBCH, the modulation, code rate, spreading factor and repetition factor are all fixed, as defined in Table 7.1.2-4 and Table 7.1.2-5.
[bookmark: _Ref409631066]Table 7.1.2-4: Modulation and coding scheme for PBSCH
	Modulation
	Code rate
	Spreading factor
	Repetition factor

	π/2-DBPSK
	½
	8
	8



[bookmark: _Ref409631067]Table 7.1.2-5: Modulation and coding scheme for EPBCH
	Modulation
	Code rate
	Spreading factor
	Repetition factor

	π/2-DBPSK
	½
	8
	8



For PBSCH, the CBS of the broadcast information block 1 is 156 bits.
For EPBCH, the CBS of broadcast information blocks 2, 3, and 4 are 176, 176 and 116 bits, respectively.
[bookmark: _Toc411612589]7.1.2.2	 Physical layer procedure
[bookmark: _Toc411612590]7.1.2.2.1 	Cell search procedure
Cell search is the procedure by which a MTC device acquires time and frequency synchronization with a BS and detects the cell ID of that cell.  
The cell search is assumed to be based on two signals transmitted in the downlink, the “PSS” (Primary Synchronization Signal) and “SSS” (Secondary Synchronization Signal) which are included in the PBSCH (Physical Broadcast Synchronization Channel). The PSS and SSS are defined by time-domain sequences as described in subclause 7.1.2.1.2.4 and 7.1.2.1.2.5, respectively.
The cell search procedure consists of 4 operations: signal detection, symbol timing and carrier frequency synchronization acquisition, frame timing, and physical cell ID identification.
The basic cell search procedure is illustrated in Figure 7.1.2-13.


Figure 7.1.2-13. Basic cell search procedure
[bookmark: _Ref395534447]7.1.2.2.1.1  	Signal detection
The MTC device searches for a viable BS carrier when it initially switches on, when it fails to operate with its previous BS carrier, or when it wishes to check for a higher signal strength BS carrier. The searching is implemented based on the detection of the PSS/SSS. The center frequency of the PBSCH containing PSS/SSS satisfies the channelization condition described in sub-clause 7.1.2.1.1.1. 
7.1.2.2.1.2  	Symbol timing and carrier frequency synchronization acquisition
Symbol timing and carrier frequency are acquired by correlation based detection of PSS/SSS. 
Typically, symbol timing is derived from the PSS while frequency synchronization (carrier frequency offset estimation) is derived from the SSS. The PSS may also be used to obtain a coarse estimate of the carrier frequency offset (CFO) based on the phase of the correlation peak. The accuracy of CFO estimation may then be improved by using the SSS. Differential detection may be applied to the PSS sequence to mitigate the negative impact of phase rotation on the correlation performance due to large initial CFO.
Cross-correlation and/or auto-correlation may be used for PSS/SSS based symbol timing and CFO estimation, providing different trade-offs between implementation complexity and performance in low SNR. 
7.1.2.2.1.3 	 Frame timing
Frame timing is directly derived from the PSS/SSS since the PSS/SSS is only transmitted once in every frame. 
[bookmark: _Ref395534454]7.1.2.2.1.4 	 Physical cell ID identification
A physical-layer cell ID (PCI) is introduced for each cell to facilitate network planning (e.g. frequency re-use) and cell-specific operation (e.g. scrambling, frequency hopping and etc). 



There are 36 unique PCIs in the system. The PCIs are grouped into 12 unique PCI groups, each group containing three unique identities. The grouping is such that each PCI is part of one and only one PCI group. A PCI is thus uniquely defined by a numberin the range of 0 to 11, representing the PCI group, and a number in the range of 0 to 2, representing the PCI within the PCI group.


The PCIwithin the PCI group is associated with the scrambling sequence masked on PSS while the PCI group indexis associated with the scrambling sequence masked on SSS. 


The MTC device first tests the 3 PSS scrambling sequences to identifywithin the PCI group, and then the device tests the 12 SSS scrambling sequences to identify the PCI group index. By this hierarchical and grouping design, the maximum number of hypothesis tests to identify a PCI is reduced from 36 to 15.

[bookmark: _Toc411612591]7.1.3	Uplink physical layer design
[bookmark: _Toc411612592]7.1.3.1 	Basic transmission scheme
[bookmark: _Toc411612593]7.1.3.1.1	Multiplexing scheme
7.1.3.1.1.1	Channelization
For the uplink, it is proposed that the 200 kHz resource block is sub-divided into multiple uplink physical channels, for example 36 channels, which occupy a total of 180 kHz, plus a 10 kHz guard band at each edge. This is illustrated in Figure 7.1.3-1.

Figure 7.1.3-1.  Uplink channelization
The physical channels are numbered UL_CHAN = 0 to 35, with UL_CHAN = 0 representing the lowest frequency channel. The center frequency, FUL(UL_CHAN), of each physical channel relative to the lowest frequency of the resource block is given by:
FUL(UL_CHAN) = (UL_CHAN + 0.5) x 5 + 10 kHz
For UEs that have good link budget, it is beneficial to increase their uplink data rate in order to reduce the duration of their transmissions and so improve their power consumption (as an alternative to reducing their transmit power, which may degrade network capacity). This is achieved by bonding the uplink channels into wider bandwidth channels, as illustrated in Figure 7.1.3-2. A bonded channel is modulated as a single carrier, so the peak to average power ratio of the UE transmission is not increased.

Figure 7.1.3-2.  Use of bonded channels on the uplink, showing x2 and x4 bonding
If a continuous block of uplink channels numbered from UL_CHANlow to UL_CHANhigh are bonded into a single bonded channel, the bonded channel is numbered UL_CHANlow, with the center frequency given by (FUL(UL_CHANlow) + FUL(UL_CHANhigh)) / 2.
There is only one type of uplink physical channel: the physical uplink shared channel (PUSCH) that carries data, signalling and random access messages, etc.
Each base station sector is allocated a number of uplink channels according to the frequency re-use strategy.
A UE must be capable of re-tuning its transmitter from one uplink physical channel to a different uplink physical channel.
The use of FDMA on the uplink to increase uplink capacity, through the use of narrow uplink channels, has some important benefits compared with using code division multiple access (CDMA) with wider channels:
-	The narrow channels are individually modulated and pulse shaped with sufficient channel spacing that they are not significantly overlapping in frequency. This means that timing errors, frequency errors and time-varying propagation channels do not significantly erode orthogonality between different users.
-	In comparison, CDMA techniques rely on maintaining orthogonality between the different codes, whether the codes are applied at the symbol rate or the burst repetition rate. This orthogonality can be eroded due to many effects such as frequency errors, timing errors, and time-varying propagation channels. Once orthogonality has been eroded, the “near-far” problem becomes very significant.
-	Consequently, the proposed system has no requirement for closed loop power control, whilst a CDMA based system is likely to require relatively accurate power control. This is an important performance consideration because closed loop power control is ill-suited to an IoT network given that the typical traffic is short and sporadic (in contrast with a voice or data streaming service). Furthermore, minimizing control traffic is crucial to meeting the power consumption targets.
7.1.2.1.1.2	Time structure
The uplink time structure and the definition of slot, frame, superframe and hyperframe are the same as for the downlink.
7.1.2.1.1.3	Burst structure
There is only one type of burst in the uplink:
1)	Non-DCI burst type 2. This burst is transmitted on PUSCH and is used to carry random access messages as well as data and signalling information for higher layers. It has a duration of an integral number of slots, each containing 37.5*B symbols (where B is the channel bonding factor). 
Random access messages can share the same PUSCH with data and signalling information. In this case every burst in the uplink is scheduled by a DCI burst in the downlink, and the parameter N2 of a non-DCI burst type 2 is indicated in the scheduling information contained in the DCI burst.
It is also possible to configure some periodically repeated slots on one or more PUSCHs to be dedicated for random access messages. For these resources the UE does not need to wait for a DCI burst before transmitting a random access message on the PUSCH, and the parameter N2 of the burst containing the random access message is determined according to the MCS chosen for that message.
The structure of the non-DCI burst type 2 is shown in Figure 7.1.3-3. Pilot symbols are inserted at regular intervals into the stream of data symbols. For BPSK, QPSK and 8-PSK modulations, 2 pilots are inserted for every 8 data symbols. For GMSK modulation, 5 pilots are inserted for every 10 data symbols; this allows the outer pilot symbols in each group to be discarded as they are impacted by ISI due to the GMSK shaping filter.

Figure 7.1.3-3.  Non-DCI burst type 2
Depending on the intended coverage level, a burst may be repeated a number of times when being transmitted.
[bookmark: _Toc411612594]7.1.3.1.2	Transmission chain
7.1.3.1.2.1	General
The transmission chains for PUSCH using GMSK modulation and PSK modulation are shown in Figure 7.1.3-4 and Figure 7.1.3-5, respectively.



Figure 7.1.3-4.  Transmission chain for PUSCH using GMSK modulation


Figure 7.1.3-5.  Transmission chain for PUSCH using PSK modulation
7.1.3.1.2.2	FEC and rate matching
Turbo coding is proposed for forward error correction in the uplink because it provides better coding gain than convolutional coding even for small code block sizes (though the benefit is reduced as the block size becomes small). Although the decoding complexity of turbo coding is higher than that of convolutional coding, the decoding is performed at the base station and the complexity is considered acceptable.
The Turbo encoder, Trellis termination and Turbo code internal interleaver as described in sub-clause 5.1.3.2 of 3GPP TS 36.212 [9] are re-used, except that only a portion of code block sizes (i.e. number of input bits to the Turbo code internal interleaver, “K”) are chosen.
The rate matching procedure as described in sub-clause 5.1.4.1 of 3GPP TS 36.212 [9] is also re-used.

7.1.3.1.2.3	Scrambling
The output symbols from FEC/interleaving are scrambled by applying an XOR logical operation between each output bit and the output of a cell-specific scrambling sequence generator. The scrambling can randomize the inter-cell interference and reduce the potential impact of long sequences of equal valued bits.
The scrambling sequence is generated using the same length-31 Gold sequence generator as described in sub-clause 7.1.2.1.2.3.
For random access message transmissions in the PUSCH, the sequence generator is initialised at the start of each burst with a seed that depends on the physical cell identifier, CELL_ID, and the frame index corresponding to the start of the burst, FRAME, as follows:
Cinit = {19’b0, FRAME[5:0], CELL_ID[5:0]} ^ 1
For non-random access message transmissions in the PUSCH, the sequence generator is initialised at the start of each burst with a seed that depends on the physical cell identifier, CELL_ID, the frame index corresponding to the start of the burst, FRAME, and the UE identifier, UE_ID, as follows:
Cinit = {UE_ID[19:0], FRAME[5:0], CELL_ID[4:0]} ^ 1
7.1.3.1.2.4	Pilot insertion
The pilot symbols are generated using the same length-31 Gold sequence generator as described in sub-clause 7.1.2.1.2.3.
The sequence generator is initialised at the start of each burst with a seed that depends on the uplink channel index, UL_CHAN, the physical cell identifier, CELL_ID, and the frame index corresponding to the start of the burst, FRAME, as follows:
Cinit = {13’b0, UL_CHAN[5:0], FRAME[5:0], CELL_ID[5:0]} ^ 3
7.1.3.1.2.5	Modulation
In the uplink, it is proposed to define two modulation classes. The Class-A modulation class supports π/2-BPSK, π/4-QPSK and π/8-8PSK modulations. The Class-B modulation class supports only GMSK modulation. A corresponding set of MCSs are provided for each uplink modulation class. A UE must support at least one uplink modulation class.
The benefit of GMSK is the constant envelope property that allows power amplifiers to operate with high efficiency. However, GMSK has slightly reduced demodulation performance compared with BPSK (by about 0.4 dB in terms of required SNR), and may also require a slightly higher pilot overhead for a given channel tracking rate due to the inherent ISI caused by the GMSK shaping filter.
π/4-QPSK and π/8-8PSK provide higher spectral efficiency than either π/2-BPSK or GMSK, but require higher SNR for demodulation. It may be beneficial for cost/complexity reasons to define π/8-8PSK as an optional uplink modulation scheme for UEs. Higher order modulation schemes are not proposed because of the likely increase in cost/complexity for the UE transmitter due to RF implementation issues.
Similarly to the downlink, the UL MCS index and the CBS index for a burst on the PUSCH is always indicated within the DCI that defines the corresponding resource allocation. Hence no modulation detection is necessary at the receiver.

7.1.3.1.2.6	Spreading
Symbol spreading may be applied to the uplink transmissions in a similar manner to the downlink.
The spreading sequence is applied to the chips in order of transmission, such that a ‘1’ in the spreading sequence results in a polarity inversion of both the I and Q values for a given chip. The spreading is applied to the pilot symbols in addition to the data symbols.
The symbol spreading sequence is generated using the same length-31 Gold sequence generator as described in sub-clause 7.1.2.1.2.3.
For random access message transmissions in the PUSCH, the sequence generator is initialised at the start of each burst with a seed that depends on the physical cell identifier, CELL_ID, the frame index corresponding to the start of the burst, FRAME, and the MCS value, as follows:
Cinit = {15’b0, MCS[3:0], FRAME[5:0], CELL_ID[5:0]} ^ 2
The dependency of the seed on the MCS value ensures that if random access bursts with different spreading factors overlap on the same physical uplink channel, the base station receiver may be able to separate the bursts based on the differing spreading codes.
For non-random access message transmissions in the PUSCH, the sequence generator is initialised at the start of each burst with a seed that depends on the physical cell identifier, CELL_ID, the frame index corresponding to the start of the burst, FRAME, and the UE identifier, UE_ID, as follows:
Cinit = {UE_ID[19:0], FRAME[5:0], CELL_ID[4:0]} ^ 2
7.1.3.1.2.7	Phase rotation
Phase rotation is applied to the π/2-BPSK and π/4-QPSK modulations in the same manner as the downlink. Phase rotation is applied to the π/8-8PSK modulation in the same manner as for π/2-BPSK, exception that the rotation angle is π/8. No phase rotation is applied for GMSK modulation.

7.1.3.1.2.8	Pulse shaping
For π/2-BPSK, π/4-QPSK and π/8-8-PSK modulations, the I and Q samples after phase rotation are pulse shaped with a root-raised cosine filter in the same manner as the downlink, but with a different chip period of Ts=1/3,750 and a different roll-off factor of 0.3. In the case of bonded uplink channels, the chip period, Ts, is reduced by the channel bonding factor, B.
For GMSK modulation, the same shaping function is applied as for GSM GMSK modulation, but with a chip period of Ts=1/3,750 for unbonded uplink channels. In the case of bonded uplink channels, the chip period, Ts, is reduced by the channel bonding factor, B.

7.1.3.1.2.9	Modulation and coding schemes (MCS)
As shown in Table 7.1.3-1, a total of 12 Class-A MCSs are supported for the PUSCH, providing PHY data rates ranging from 56.3 bps to 43.2 kbps. These data rates take into account pilot overheads and are also scaled by 0.9 to allow for retransmissions arising from an assumed 10% block error rate.
Only repetition is used to extend coverage for the uplink because spreading is more vulnerable to frequency offsets and Doppler given the lower channel bandwidth that is used on the uplink compared with the downlink. Channel bonding is used for the higher MCS indexes to achieve higher data rates in good radio conditions. It may be beneficial for cost/complexity reasons to define x8 channel bonding as an optional feature for UEs.
Similarly to the downlink, UL MCS-0 and UL MCS-1 for Class-A are included in order to target an MCL even higher than required by the Cellular IoT study. This assures robustness of the system against interference and also provides some further coverage extension capability. The combination of modulation, code rate and repetition factor for each MCS has been chosen such that for a baseline CBS the required SNR for demodulation (and therefore the achieved coverage) is approximately evenly spaced between MCSs.
Table 7.1.3-1: Modulation and coding schemes for PUSCH, Class-A
	UL MCS index
	Modulation
	Code rate
	Bonding
factor
	Spreading
factor
	Repetition
factor
	PHY data rate (kbps)

	0
	π/2-BPSK
	1/3
	1
	1
	16
	0.0563

	1
	π/2-BPSK
	1/3
	1
	1
	8
	0.1125

	2
	π/2-BPSK
	1/3
	1
	1
	4
	0.225

	3
	π/2-BPSK
	1/3
	1
	1
	3
	0.3

	4
	π/2-BPSK
	1/3
	1
	1 
	2
	0.45

	5
	π/2-BPSK
	1/3
	1
	1 
	1
	0.9

	6
	π/4-QPSK
	1/3
	1
	1
	1
	1.8

	7
	π/4-QPSK
	2/3
	1
	1
	1
	3.6

	8
	π/4-QPSK
	2/3
	2
	1
	1
	7.2

	9
	π/4-QPSK
	2/3
	4
	1
	1
	14.4

	10
	π/4-QPSK
	2/3
	8
	1 
	1
	28.8

	11
	π/8-8PSK
	2/3
	8
	1 
	1
	43.2



For Class-A, there are 24 CBSs for UL MCS-0 to MCS-7, 19 CBSs for UL MCS-8 to MCS-10, and 13 CBSs for UL MCS-11, each denoted by a CBS index as shown in Table 7.1.3-2. The maximum CBS (and consequently the number of CBSs) for each UL MCS is limited by the input block sizes defined for the Turbo code internal interleaver in Table 5.1.3-3 of 3GPP TS 36.212, since the Turbo coding and rate matching procedures designed for LTE are reused (see subclause 7.1.3.1.2.2).
Table 7.1.3-2: CBS for non-DCI burst type 2, Class-A
	UL MCS index
	UL CBS index

	
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11

	
	Burst length (ms)

	
	40
	80
	120
	160
	200
	240
	280
	320
	360
	400
	440
	480

	0-5
	40
	80
	120
	160
	200
	240
	280
	320
	360
	400
	440
	480

	6
	80
	160
	240
	320
	400
	480
	560
	640
	720
	800
	880
	960

	7
	160
	320
	480
	640
	800
	960
	1120
	1280
	1440
	1600
	1760
	1920

	8
	320
	640
	960
	1280
	1600
	1920
	2240
	2560
	2880
	3200
	3520
	3840

	　
	UL CBS index

	UL MCS index
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22
	23

	
	Burst length (ms)

	
	520
	560
	600
	640
	680
	720
	760
	800
	840
	880
	920
	960

	0-5
	528
	560
	608
	640
	688
	720
	768
	800
	848
	880
	928
	960

	6
	1056
	1120
	1216
	1280
	1376
	1440
	1536
	1600
	1696
	1760
	1856
	1920

	7
	2112
	2240
	2432
	2560
	2752
	2880
	3072
	3200
	3392
	3520
	3712
	3840

	8
	4160
	4480
	4800
	5120
	5440
	5760
	6080
	/
	/
	/
	/
	/

	UL MCS index
	UL CBS index

	
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11

	
	Burst length (ms)

	
	20
	40
	60
	80
	100
	120
	140
	160
	180
	200
	220
	240

	9
	320
	640
	960
	1280
	1600
	1920
	2240
	2560
	2880
	3200
	3520
	3840

	UL MCS index
	UL CBS index

	
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22
	23

	
	Burst length (ms)

	
	260
	280
	300
	320
	340
	360
	380
	400
	420
	440
	460
	480

	9
	4160
	4480
	4800
	5120
	5440
	5760
	6080
	/
	/
	/
	/
	/

	UL MCS index
	UL CBS index

	
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11

	
	Burst length (ms)

	
	10
	20
	30
	40
	50
	60
	70
	80
	90
	100
	110
	120

	10
	320
	640
	960
	1280
	1600
	1920
	2240
	2560
	2880
	3200
	3520
	3840

	11
	480
	960
	1440
	1920
	2432
	2880
	3392
	3840
	4352
	4800
	5312
	5760

	UL MCS index
	UL CBS index

	
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22
	23

	
	Burst length (ms)

	
	130
	140
	150
	160
	170
	180
	190
	200
	210
	220
	230
	240

	10
	4160
	4480
	4800
	5120
	5440
	5760
	6080
	/
	/
	/
	/
	/

	11
	6144
	/
	/
	/
	/
	/
	/
	/
	/
	/
	/
	/



As shown in Table 7.1.3-3, a total of 10 Class-B MCSs are supported for the PUSCH, providing PHY data rates ranging from 46.9 bps to 12 kbps. These data rates take into account pilot overheads and are also scaled by 0.9 to allow for retransmissions arising from an assumed 10% block error rate.
[bookmark: _Ref409514939]Table 7.1.3-3: Modulation and coding schemes for PUSCH, Class-B
	UL MCS index
	Modulation
	code rate
	Bonding
factor
	Spreading
factor
	Repetition
factor
	PHY data rate (kbps)

	0
	GMSK
	1/3
	1
	1
	16
	0.0469

	1
	GMSK
	1/3
	1
	1
	8
	0.0938

	2
	GMSK
	1/3
	1
	1
	4
	0.1875

	3
	GMSK
	1/3
	1
	1
	3
	0.25

	4
	GMSK
	1/3
	1
	1 
	2
	0.375

	5
	GMSK
	1/3
	1
	1 
	1
	0.75

	6
	GMSK
	2/3
	1
	1
	1
	1.5

	7
	GMSK
	2/3
	2
	1
	1
	3.0

	8
	GMSK
	2/3
	4
	1
	1
	6.0

	9
	GMSK
	2/3
	8
	1
	1
	12.0



For Class-B, there are 24 CBSs for each UL MCS, each denoted by a CBS index as shown in Table 7.1.3-4.
Table 7.1.3-4: CBS for non-DCI burst type 2, Class-B
	UL MCS index
	UL CBS index

	
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11

	
	Burst length (ms)

	
	40
	80
	120
	160
	200
	240
	280
	320
	360
	400
	440
	480

	0-5
	40
	64
	96
	128
	160
	192
	224
	256
	288
	320
	352
	384

	6
	64
	128
	192
	256
	320
	384
	448
	512
	576
	640
	704
	768

	7
	128
	256
	384
	512
	640
	768
	896
	1024
	1152
	1280
	1408
	1536

	8
	256
	512
	768
	1024
	1280
	1536
	1792
	2048
	2304
	2560
	2816
	3072

	
	

	UL MCS index
	UL CBS index

	
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22
	23

	
	Burst length (ms)

	
	520
	560
	600
	640
	680
	720
	760
	800
	840
	880
	920
	960

	0-5
	416
	448
	480
	512
	544
	576
	608
	640
	672
	704
	736
	832

	6
	832
	896
	960
	1024
	1088
	1152
	1216
	1280
	1344
	1408
	1472
	1536

	7
	1664
	1792
	1920
	2048
	2176
	2304
	2432
	2560
	2688
	2816
	2944
	3072

	8
	3328
	3584
	3840
	4096
	4352
	4608
	4864
	5120
	5376
	5632
	5888
	6144

	
	
	
	
	
	
	
	
	
	
	
	
	

	UL MCS index
	UL CBS index

	
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11

	
	Burst length (ms)

	
	20
	40
	60
	80
	100
	120
	140
	160
	180
	200
	220
	240

	9
	256
	512
	768
	1024
	1280
	1536
	1792
	2048
	2304
	2560
	2816
	3072

	UL MCS index
	UL CBS index

	
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22
	23

	
	Burst length (ms)

	
	260
	280
	300
	320
	340
	360
	380
	400
	420
	440
	460
	480

	9
	3328
	3584
	3840
	4096
	4352
	4608
	4864
	5120
	5376
	5632
	5888
	6144



[bookmark: _Toc411612595]7.1.3.2 	Physical layer procedure
e.g. random access design, uplink scheduling approach, link adaptation mechanism, time diversity mechanism, cell detection mechanism, power control mechanism, physical layer measurements etc. 
[bookmark: _Toc393974726][bookmark: _Toc411612596]7.1.4	 Link layer aspects
[bookmark: _Toc411612597]7.1.4.1 	Channel mapping
[bookmark: _Toc411612598]7.1.4.1.1 Channel mapping for Gb-based architecture
As the Gb-based interface is connectionless, it is natural that data and signalling would terminate at MAC layer in radio interface. Therefore there is no need to have additional logical channels, and MAC layer has no channel mapping function. The channel mapping between transport channels and physical channels is supported by PHY layer as shown in Figure 7.1.4.1-1. The uplink mapping is shown as red lines, and the downlink mapping is shown as blue lines.

 
Figure 7.1.4.1-1. Channel mapping for Gb-based architecture
· physical channels
See the Sec 7.1.2 and Sec 7.1.3 as references.
· transport channels
The transport channels are listed in Table 7.1.4.1-1. Each transport channel type is defined by the transport manner on radio interface.
Table 7.1.4.1-1. Transport channels
	Transport channel name
	Acronym
	Downlink
	Uplink
	Description

	Broadcast Channel
	BCH
	X
	
	Basic system information is carried

	Extend Broadcast Channel
	E-BCH
	X
	
	Other system information are carried

	Downlink Shared Channel
	DL-SCH
	X
	
	Downlink data and control message are carried

	Paging Channel
	PCH
	X
	
	Paging messages are carried

	Uplink Shared Channel
	UL-SCH
	
	X
	Uplink data and control message are carried

	Random Access Channel
	RACH
	
	X
	Random access message is carried



[bookmark: _Toc411612599]7.1.4.1.2 Channel mapping for S1-based architecture
As the S1 interface is connection oriented, the PDCP and RRC layer have to be maintained to support S1 interface without modifications on MME side. In this case, the channel mapping would have three layers as shown in Figure 7.1.4.1-2. The channel mapping between logical channels and transport channels is supported by MAC layer. The channel mapping between transport channels and physical channels is supported by PHY layer.
The uplink mapping is shown as red lines, and the downlink mapping is shown as blue lines. Most channels would have mapping on each layer with the only exception on RACH channel, as random access procedure is terminated in MAC layer.


Figure 7.1.4.1-2. Channel mapping for S1-based architecture
The definitions of transport channels and physical channels are the same as in Sec 7.1.4.1.1.
· logical channels
The MAC layer provides data transfer services on logical channels. Each logical channel type is defined by what type of information is transferred. 
The logical channels are listed in Table 7.1.4.1-2.
Table 7.1.4.1-2. Logical channels
	Logical channel name
	Acronym
	Control channel
	Traffic channel
	Description

	Broadcast Control Channel
	BCCH
	X
	
	System information is carried

	Paging Control Channel
	PCCH
	X
	
	Paging message is carried

	Common Control Channel
	CCCH
	X
	
	RRC signalling on SRB0 is carried (TS 36.331 [8] for reference)

	Dedicated Control Channel
	DCCH
	X
	
	RRC signalling on SRB1 and SRB2 are carried (TS 36.331 [8] for reference)

	Dedicated Traffic Channel
	DTCH
	
	X
	User data is carried



[bookmark: _Toc411612600]7.1.4.2 Scheduling
Base stations transmit System Information (SI) on a single channel that is reserved for this purpose (PBSCH). This enables the UE to find the base station. The SI contains the super frame number.
The SI contains identification information for the base station and network as well as timing and channel information for the Downlink Control Information (DCI).  Figure 7.1.4.2-1 shows the relationship between SIBs and DCIs.


[bookmark: _Ref402451226]Figure 7.1.4.2-1.  SI/DCI Relationship
DCIs are periodically transmitted on a PDSCH channel and contain scheduling information.  The interval between the DCIs is configured in the SI. DCIs provide uplink and downlink allocations, acknowledge uplink messages and configure the random access resources.  An allocation is a physical resource on the PBSCH or PUSCH channels.  A downlink or uplink allocation description in a DCI defines the start time, length and which physical channel the resource is on. UEs receive DCIs in a chain when they are not otherwise transmitting or receiving. Uplink and downlink transmissions on other physical channels can overlap with DCIs in time.
Figure 7.1.4.2-2 is an example of scheduling for a UE.

 
[bookmark: _Ref402451262]Figure 7.1.4.2-2. Example Scheduling 1
In Figure 7.1.4.2-2, a UE receives the SI. The SI provides details of a DCI for the UE (1). The UE then receives the DCI, which provides the timing and channel for a downlink (DL1 (2)) and an uplink (UL1 (3)) allocations. The UE then receives DL1 and transmits UL1. UL1 contains the acknowledgement information for the burst received in DL1.
Afterwards, the UE receives DCI3. DCI3 provides acknowledgement information for the burst transmitted by the UE in UL1. It also provides timing and channel information for DL2 (4) and UL2 (5). The UE will then transmit a burst in UL2. This transmission includes acknowledgement information for the burst received in DL 2.
UEs are able to request resource from a base station by sending a resource request on the random access channel (RACH). The details of the RACH (its physical channel and timing information) are carried in the DCIs. Once a UE has requested resource via the RACH, the base station will attempt to allocate resources in a subsequent DCI.
[bookmark: _Toc411612601]7.1.4.2.1 DCI Burst Packet Format
The DCI burst packet format consists of a length, followed by a payload and CRC. Figure 7.1.4.2-3 shows the DCI packet format and Table 7.1.4.2-1 gives details of the fields.


[bookmark: _Ref402451347]Figure 7.1.4.2-3.  DCI Packet Format

[bookmark: _Ref402451385]Table 7.1.4.2-1. DCI Packet Format
	Field
	Description

	Length
	Length of the payload field in octets. 

	Payload
	Payload of the packet being transmitted 

	CRC
	The CRC of the Length and Payload



The DCI Packet Payload is variable length and contains retransmission scheme processing information, downlink allocations, uplink allocations and RACH allocations.  The information elements of the DCI Packet Payload are shown in Table 7.1.4.2-2.
[bookmark: _Ref402451553][bookmark: _Ref402451498]Table 7.1.4.2-2. DCI Packet Payload Elements
	Field
	Description

	DL Number
	The number of scheduled downlink users.

	DL Allocation[]
	List of DL Allocations. One for each scheduled downlink user. Included in this field:
1. C-RNTI of UE
1. Channel ID
1. MCS
1. Start indicator
1. Duration
1. PDU identification

	UL Number
	The number of scheduled uplink users.

	UL Allocation[]
	List of UL Allocations. One for each scheduled uplink user. Included in the field:
1. C-RNTI of UE
1. Channel ID
1. MCS
1. Start indicator
1. Duration
1. Acknowledgement information

	RACH Number
	The number of scheduled random access resources.

	RACH Config[]
	List of RACH Configs.  Once for each scheduled random access resource.

	Padding
	A variable length padding field.  The length of the field shall be set so that the payload is a whole number of octets and the following CRC begins on an octet boundary.



The start indicator in the DCI defines when the physical resource an allocation uses starts. The start indicator is the number of slots from the first slot of the DCI to the slot in which the UE is expected to transmit or receive.
The time into the future the DCI can schedule uplink and downlink allocations is limited to keep the size of the start allocation field in the DCI short.
The DCI cannot schedule allocations which start before the end of the DCI. An overview of when an allocation can start is shown in Figure 7.1.4.2-4.


[bookmark: _Ref402451106]Figure 7.1.4.2-4. DCI Start Allocation Range Overview
When UEs are grouped by link budget different MCSs for the DCI can be used.  For UEs in poorer conditions the DCI used to communicate with them will often use MCSs which include spreading and repetition factors, therefore the DCI will take more time to be transmitted and the interval between DCIs will be longer. As the DCI will take more time slots, the start indicator will also need to have larger values.
To keep the length of the start indicator as short as possible a scaling factor is applied to the start indicator which is determined from the MCS of the DCI which contained the allocation. 
A slot offset value is calculated as follows:
	Slot offset = Start Indicator * DCI MCS Spreading Factor * DCI MCS Repetition Factor
The slot offset is then used to calculate the start slot of the allocation.  For uplink allocations the start slot is calculated as follows:
	Uplink Start Slot = DCI Start Slot + (Slot Offset * 4)
A downlink allocation start slot is calculated as follows:
	Downlink Start Slot = DCI Start Slot + Slot Offset
[bookmark: _Toc411612602]7.1.4.2.2 Allocated Burst Packet Format
The packet format of the allocation for an uplink and downlink burst is shown in Figure 7.1.4.2-5.


[bookmark: _Ref402513605]Figure 7.1.4.2-5. Allocation Format
The allocation packet format does not include a length.  The length is defined in the DL or UL Allocation field in the DCI that defined the allocation.
The allocation format does not need to define the octet length of the PDU payload. The format of the PDU payload allows the receiver to determine the length of the MAC headers and elements.  Padding is then added after the PDU payload and before the CRC so the complete packet, including CRC, matches the size if an interleaver block. The CRC is always the last 24 bits of the packet.
[bookmark: _Toc411612603]7.1.4.3	Random access procedure
[bookmark: _Toc411612604]7.1.4.3.1 RACH configuration
RACH resources are scheduled either dynamically or statically, via DCI scheduling or system information broadcast and different RACH resources are allocated to each coverage classes. UE can select the RACH resource according to its access type. Then the UE chooses one of these resources based on network indication, configuration or desired coverage class. RACH is mapped onto PUSCH.
The parameters of RACH configuration in DCI are shown in Table 7.1.4.3-1.
Table 7.1.4.3-1. Major Fields of RACH configuration in DCI
	Field
	Description

	MCS
	The MCS that the UE shall use when transmitting in the RACH allocation. 

	Channel ID
	The identity of uplink PHY channel.

	Start Indicator
	Start position of the RACH allocation.

	SZ
	Number of slots of RACH is:
2SZ * RACH Allocation Unit. 


The parameters of RACH configuration in system information are shown in Table 7.1.4.3-2.




Table 7.1.4.3-2. Major Fields of RACH configuration in system information
	Field
	Description

	MCS
	The MCS that the UE shall use when transmitting in the RACH allocation. 

	Channel ID
	The identity of uplink PHY channel.

	RACH index
	Indicating RACH resource density in each super frame.
(RACH resources distribute by equally space in each super frame, and every RACH resource has only one RACH Allocation Unit.)



[bookmark: _Toc411612605]7.1.4.3.2 Random access procedure with random number
When UE hasn’t attached to the network or hasn’t connected to the Base Station, the UE can initiate random access procedure with random number. This procedure allows the UE to obtain a radio connection indicator C-RNTI from the base station and establish a radio connection with the base station to transfer data between the UE and the base station. An overview of the procedure is shown in Figure 7.1.4.3-1.


Figure 7.1.4.3-1. Random access procedure with Random Number
· Step 0: the UE chooses a coverage class and RACH resource.
Based on the quality of PBSCH, the UE is able to decide which coverage class and RACH resource to use.
· Step 1: the UE transmits a Random Access Request message.
The UE selects a Random Number (e.g. 20bits) which is transmitted in the Random Access Request message and it is used to resolve contention in the one phase procedure.
The main fields in Random Access Request message are shown in Table 7.1.4.3-3.
Table 7.1.4.3-3. Random Access Request
	Field
	Description

	Type
	Random access format type (i.e. with random number or with C-RNTI)

	Random Number
	Random number

	BSR
	Buffer Status Report: the uplink data buffer status indicating the range of uplink data bytes in UE.

	Access Cause
	Random access cause


· Step 2: the base station schedules RACH response allocation
· After receiving the Random Access Request message, the base station sends a DCI which includes RA-RNTI and the specific radio resources for the Random Access Response. The RA-RNTI value is linked to RACH resource by frequency to indicate the channel of RACH resources. Therefore all UEs transmitting a Random Access Request in the same channel will use the same RA-RNTI value. Step 3: UE receives the Random Access Response
The Random Access Response assigns C-RNTI values to the UEs. The Random Access Response message can contain Random Numbers from the Random Access Request messages transmitted by UEs and a C-RNTI value for each Random Number and Start Indicator indicating the time information of RACH resources with same meaning as in RACH configuration.
The UE receives the Random Access Response message in the allocation defined in the DCI, locates the Start Indicator of RACH resource it used and Random Number it transmitted and then stores the C-RNTI value associated with its Random Number. The C-RNTI values are used by the base station for scheduling uplink and downlink resources for the UEs.
The main fields of Random Access Response message are shown in Table 7.1.4.3-4.
Table 7.1.4.3-4. Random Access Response
	Field
	Description

	Random Number
	Random number

	C-RNTI
	Cell Radio Network Temporary Identity

	Start Indicator
	Start position of the RACH allocation.


The Twait_RAR timer defines the maximum time the UE waits for the Random Access Response message for it after the UE transmitted Random Access Request message. The timer is started after the Random Access Request message is transmitted.
[bookmark: _Toc411612606]7.1.4.3.3 Random access procedure with C-RNTI
When UE has connected to the Base Station, it has C-RNTI allocated by the Base Station. If UE has been allocated a C-RNTI and the C-RNTI is available, it can access network by C-RNTI. An overview of the procedure is shown in Figure 7.1.4.3-2.


Figure 7.1.4.3-2. Random access procedure with C-RNTI
· Step 0: the UE choose a coverage class and RACH resource.
UE can choose RACH resource according to current coverage class and chooses the transmit power same as the last Random Access Request message.
· Step 1: the UE transmits a Random Access Request message.
C-RNTI is included in Random Access Request, and the access cause and BSR provide information for the base station to schedule the required uplink resources for the UE. C-RNTI is a unique UE identifier in a cell therefore the base station can directly schedule uplink resource with C-RNTI for UE to transmit uplink data. The major fields of the message are shown in Table 7.1.4.3-5.
Table 7.1.4.3-5. Random Access Request with C-RNTI
	Field
	Description

	Type
	Random access format type (i.e. with random number or with C-RNTI)

	C-RNTI
	Cell Radio Network Temporary Identity

	BSR
	Buffer Status Report: the uplink data buffer status indicating the range of uplink data bytes in UE.

	Access Cause
	Random access cause


[bookmark: _Toc411612607]
7.1.4.3.4 Failure recovery procedure
[bookmark: _Toc411612608]7.1.4.3.4.1 No response to Random Access Request
If the base station fails to decode a Random Access Request message or an access collision occurs, then the base station is unable to provide a response for the UE.
If the UE does not receive response to its Random Access Request before the timer Twait_RAR expires then the UE waits for a random period of time between 0 to Twait_resend before transmitting another Random Access Request. The Twait_RAR and Twait_resend timer values can be statically configured or broadcast by the base station in its system information. As for Random Access Request with C-RNTI, if UE does not receive a DCI with uplink allocation for it from the base station, the same timer Twait_RAR is used to trigger Random Access Request re-transmission, and the consequent procedure is the same as Random Access Request with random number.
The procedure is shown in Figure 7.1.4.3-3.


Figure 7.1.4.3-3. Procedure with no response
When the Random Access Request message is resent, the UE may increase power or switch to a different coverage class.
The maximum number of Random Access Request attempts a UE may perform in a random access procedure is limited. The counter Ntrans_max is initialized on the first transmission of the Random Access Request and incremented for each subsequent transmission. If the counter reaches a maximum value the UE may select another cell. The maximum value of the counter can be statically configured or broadcast by the base station in its system information.
[bookmark: _Toc411612609]7.1.4.3.4.2 Random Access Reject
In the case that the base station is overloaded, base station can send a Random Access Reject message to all UEs to stop Random Access Requests re-attempts to help alleviate network congestion. The main fields of Random Access Reject message are shown in Table 7.1.4.3-6.
Table 7.1.4.3-6. Random Access Reject
	Field
	Description

	Wait Time
	The period after which the UE is allowed to re-send Random Access Request message

	Reject Cause
	The reason why the base station rejects this random access


If the UE receives a Random Access Reject message it must delay for at least “Wait Time” before resending a Random Access Request to the base station. When the UE resends a Random Access Request it can use the same coverage class and transmit power as the last Random Access Request message it sent to the base station.
If the Ntrans_max counter has reach its maximum value then the UE may selection another cell.
As for Random Access Request with C-RNTI, the base station can send MAC control message to release radio resource when it is overloaded. Then random access procedure with random number will be used by UE to re-access network.
The procedure is shown in Figure 7.1.4.3-4.


Figure 7.1.4.3-4. Procedure when receiving Random Access Reject
[bookmark: _Toc411612610]7.1.4.4 Segmentation and re-assembly
Normally the maximum size of data element is less than the PDCP or LLC PDU size, therefore the MAC layer has to support segmentation and re-assembly of the upper layer PDUs. The general overview of this function is shown in Figure 7.1.4.4-1.


Figure 7.1.4.4-1. Segmentation and re-assembly overview
[bookmark: _Toc411612611]7.1.4.4.1 Segmentation
Segmentation of upper layer PDUs is to support multiple MAC PDUs containing one single upper layer PDU. The received (and segmented) upper layer PDUs shall be put into MAC PDUs in the same order as they are received from higher layers. Some segment information fields are included in data sub-header for each MAC data element to identify the segments of an upper layer PDU.
[bookmark: _Toc411612612]7.1.4.4.2 Re-assembly
MAC PDUs shall be collected at the receiver until all MAC PDUs comprising an upper layer PDU have been received, judged by the segment information fields described in data sub-header. The MAC headers shall be removed from each MAC PDU and the MAC data elements will be re-assembled into an upper layer PDU. 
Received upper layer PDUs shall be delivered to the higher layer in the order in which they were originally transmitted. This is guaranteed by the single process retransmission mechanism.
[bookmark: _Toc411612613]7.1.4.4.3 Impact on upper layer
In Gb-based architecture, nothing needs to be changed in the specifications to match upper layers.
In S1-based architecture, RRC and PDCP specifications need to be updated with the new definition of the discardTimer.
[bookmark: _Toc411612614]7.1.4.5 MAC PDU structure
[bookmark: _Toc411612615]7.1.4.5.1 General structure
The NB M2M solution allows multiplexing of MAC signalling and data in one MAC PDU to enhance resource utilization efficiency. Generally a MAC PDU payload consists of a MAC header and a MAC payload. The MAC header is a list of MAC sub-headers which define the type of contents of the MAC payload. The MAC payload is a list of MAC payload elements. Each MAC payload element is either a MAC data element (i.e. segment of an upper layer PDU or complete upper layer PDU) or a MAC control element, containing data or MAC signalling respectively. And the control elements are included firstly. The length of a MAC PDU is variable and the maximum size of each control/data element depends on the code block size in physical layer. Padding and a CRC are appended to the MAC PDU.


Figure 7.1.4.5-1. Example of MAC PDU payload
The number of sub-headers and MAC payload elements must match with each other, and the order of the sub-headers indicates the order and contents of the MAC payload elements. An overview of the relationship between the sub-headers and MAC payload elements is shown in Figure 7.1.4.5-2.


Figure 7.1.4.5-2. Relationship between sub-headers and MAC payload elements
[bookmark: _Toc411612616]7.1.4.5.2 MAC design for control messages
7.1.4.5.2.1 Common control message
- Control sub-header structure
A control sub-header in the MAC header indicates that there is a corresponding MAC control element in the MAC payload. For example, the major fields of a control sub-header are shown in Table 7.1.4.5-1. 
Table 7.1.4.5-1. Fields in MAC control sub-header
	Field
	Description

	E
	Extension. Set to 1 if more sub-headers follow this sub-header, or set to 0 in the last sub-header of the MAC header.

	C
	Set to 1 to indicate the associated MAC payload element is a control element.

	Type
	The type fields indicate the type of control message in the corresponding control element.



- Control element structure
Uplink and downlink control elements are defined as payload to carry different control messages. Different core network architectures may need different control elements, which can be indicated by the type field in the control sub-header. 
7.1.4.5.2.2 Control message for random access procedure
-Uplink
Random Access Request messages are designed different from common control messages. Control sub-header is omitted and a field “Type” is added to indicate the type of random access messages (i.e. with random number or C-RNTI).
-Downlink
Downlink messages for random access procedure include Random Access Response and Random Access Reject. The designs are similar with uplink messages.
7.1.4.5.2.3 Control message for SI and Paging
System information and paging are carried on dedicated transport channels, i.e. BCH, E-BCH and PCH, thus control sub-header is omitted. The detail formats of these MAC PDUs are described in the sections related to system information and paging.


Figure 7.1.4.5-3. MAC PDU for SI and paging
[bookmark: _Toc411612617]7.1.4.5.3 MAC design for data transmission
7.1.4.5.3.1 Data sub-header structure
A data sub-header in the MAC header indicates that there is a corresponding MAC data element in MAC payload. For example, the major fields of a data sub-header are shown in Table 7.1.4.5-2.
Table 7.1.4.5-2. Fields in MAC data sub-header
	Field
	Description

	E
	Extension. Set to 1 if more sub-headers follow this sub-header, or set to 0 in the last sub-header of the MAC header.

	C
	Set to 0 to indicate the associated MAC payload element is a data element.

	Type
	S1-based: The type field indicates the type of data in the corresponding data element. At least upper layer signalling and user data should be classified, in order to use different security mechanisms in upper layer. 
Gb-based: This field is set to a reserved value.

	SN
	Might be included to indicate the segment sequence number in the upper layer PDU.

	FI
	Indicating whether the segment is last or not in the upper layer PDU.

	L
	Indicating the length of the data element in bytes



7.1.4.5.3.2 Data element structure
For both Uplink and Downlink the data element structure is the same. As the S1 interface is connection oriented, thus in S1-based architecture, data element contains the payload of the data or upper layer (RRC) signalling to be transmitted. In Gb-based architecture, data element only contains the payload of data.

[bookmark: _Toc411612618]7.1.4.6 Data transmission and retransmission
Considering the low cost requirement for MTC terminals, a single process retransmission is proposed to reduce the buffer size and meanwhile guarantee the reliability of data transmission.
[bookmark: _Toc411612619]7.1.4.6.1 Principle for single process retransmission
In single process retransmission, a new MAC PDU can be sent only when the previous one has been acknowledged. Such a mechanism can be achieved by the following procedure.
-	 Each MAC endpoint transmitter shall have an associated send state variable V(S). 
 V(S) denotes the sequence number of the next in‑sequence MAC PDU to be transmitted. V(S) can take on the value either 0 or 1. The value of V(S) shall be incremented by 1 after transmission of the MAC PDU with V(S) = V(R).
- 	Each MAC endpoint receiver shall have an associated receive state variable V(R).The receive state variable denotes the sequence number of the MAC PDU which is expected by the receiver. V(R) can take on the value either 0 or 1 and the value of V(R) shall be informed to the transmitter. The value of V(R) shall be incremented by 1 after a MAC PDU has been received correctly.
As showed in Figure 7.1.4.6-1, since the V(S) can either be 0 or 1, the window size of the transmitter is two which is shown in red block. The MAC PDUs in the transmitting window are indexed as either 0 or 1. The V(S) is always set as the index of the MAC PDU on the right side of the transmitting window. The receiver informs the expected index of the MAC PDU according V(R). The transmitter will pick up the MAC PDU indexed with the value of V(R) required in the transmitting window to transmit. 


Figure 7.1.4.6-1 Data transmission and Retransmission
[bookmark: _Toc411612620]7.1.4.6.2 Decoding Feedback and related behaviour
As shown in Figure 7.1.4.6-1, when the receiver receives the corresponding signals according to the BS scheduling, the receiver will try to combine the signal with that of the previous transmission if this is a retransmission of the MAC PDU. Then the receiver demodulates and decodes the combined signal. If the MAC PDU is decoded successfully, the receiver will increase the sequence number of V(R) by 1 (for 1-bit V(R), this equals to reversing the sequence of V(R)), and then send the updated V(R) to the transmitter. Otherwise if the PDU is decoded failure, the sequence of V(R) will be kept the same and be sent back to the transmitter.
On the transmitter side, it will check the value of the sequence of V(R) from the feedback information. From the received V(R), the expected MAC PDU from the receiver can be identified by the transmitter. 
- If the received V(R) is different from the V(S) sent in the latest PDU transmission, this means the previous PDU has been decoded successfully on receiver side. 
- Otherwise, it means a decoding failure on the receiver. 
According to the received V(R), the transmitter can choose the expected MAC PDU with correct redundancy version to be sent in the next scheduling.
For uplink, the V(R) will be carried in the UL resource allocation within the content of a DCI. The first V(S) is set as the first value of V(R) during the UL transmission. For downlink, the V(R) will be carried in the uplink MAC control element. The resource for V(R) information is scheduled by BS. The first V(R) is set as the first value of V(S) during the DL transmission and the V(S) is carried in the DL resource allocation within the content of a DCI. 
[bookmark: _Toc411612621]7.1.4.6.3 Abnormal case
 FFS.

[bookmark: _Toc396125010][bookmark: _Toc411612622]7.1.5	Radio resource management
.
[bookmark: _Toc411612623]7.1.5.1 System Information
[bookmark: _Toc411612624]7.1.5.1.1 System Information Distribution
In NB M2M, PBSCH and EPBCH will be used for SI distribution.
In PBSCH, System Information is contained in the Broadcast Information block 1which consists of 8 consecutive synchronization and broadcast burst as in Figure 7.1.5.1-1.


Figure 7.1.5.1-1. Broadcast Information block 1 structure
In EPBCH, System Information could be contained in either Broadcast Information block 2, block 3 or block 4. The structure for each block is showed in Figure 7.1.5.1-2.


Figure 7.1.5.1-2. Broadcast Information block 2-4 structure
There are four types of Broadcast Information block and at least four types system information could be supported separately. If there is any system information extension, the Broadcast Information block 3 and 4 could be multiplexed by several System Information types, the appearance of which could be indicated in the System Information contained in Broadcast Information block 1.
[bookmark: _Toc411612625]7.1.5.1.2 System Information Category
The System Information for NB M2M is mapped into four System Information Types and two broadcast channels as in Table 7.1.5.1-1.
Table 7.1.5.1-1 System Information Type
	Type
	Content
	Broadcast channel
	Broadcast Information block type 

	System Information Type 1
	-Indication of the change of other SIs
- PLMN identity
- Cell identity
- Tracking area code (S1 architecture option) or Routing Area ID (Gb architecture option)
- Cell barred (to prevent access to all MS)
- Access control parameters for PLMN to prevent initial access (RACH procedures) by a group of devices
- A threshold for signal level for cell selection
- Indication of existence of system information in EPBCH
	PBSCH
	Broadcast Information block 1

	System Information Type 2
	- RACH configuration including: common RACH allocation and RACH control parameter, 
- DCI configuration for each coverage category
- Default Paging DRX cycle and parameters for UE to calculate paging occasion
- Timers and counters for L2/L3 
- Uplink power control
	EPBCH
	Broadcast Information block 2

	System Information Type 3
	- Network sharing information
	EPBCH
	Broadcast Information block 3

	System Information Type 4
	-Cell reselection parameters
-Neighbour cell information
	EPBCH
	Broadcast Information block 4


[bookmark: _Toc411612626]7.1.5.1.3 System Information Reading
During the cell selection, the System Information type 1 of the candidate cell should be read at least for the acquisition of the threshold of cell selection
When cell reselection occurs, the full set of System Information in the re-selected cell should be read by the UE
 When the UE wakes up from Power Saving Mode, the System Information type 1 should always be read by the UE. If there is any indication of the changes of other SIs, the UE should go to read other system information.
When the UE wakes for paging occasion, the reception of the System Information type 1 is optional depending on the length of paging cycle.

[bookmark: _Toc396125011]7.1.6		Concept evaluation

[bookmark: _Toc411612627]7.2 	Clean slate concept#2






[bookmark: _Toc411612628]8 	Network architecture options 
[bookmark: _Toc411612629]8.1		Overall architecture
[bookmark: _Toc411612630]8.1.1	Overall architecture requirements
Independent of the choice of radio access solution, the cellular system for supporting ultra low complexity and low throughput Internet of Things (Cellular IoT), should:
a)	re-use existing Core Network (CN) features for reducing UE energy consumption e.g. Rel-12 Power Save Mode (PSM) and Rel-10 long periodic RAU/TAU timers. 
b)	support network sharing (both Full-MOCN and GWCN)
c)	support a mechanism to control MTC device access on a per PLMN basis e.g. equivalent to the existing PLMN specific access class barring mechanism.
d)	support Short Message Service (SMS)
e)	support IP header compression for IP-based services
f)	support mobility (in both Ready/Connected and Standby/Idle states) based on MS autonomous cell selection/reselection. Network controlled mobility with MS measurement reporting is not required.
g)	be capable of supporting a broadcast mechanism in the future, e.g. support for MBMS, PWS and CBS. There is no requirement to support broadcast in the initial release. Support for low latency warnings such as ETWS is not required.
h) 	if based on a Gb architecture, be able to support future introduction of O&M procedures equivalent to the “S1 Setup” procedure. There is no requirement to support this in the initial release. 

Editor’s Note: further work is needed on:
a) The evaluation of the energy consumption efficiency of both Gb and S1 based architecture options.
b)	Whether support for MME/SGSN level Attach without PDN connection activation is needed.
[bookmark: _Toc411612631]8.1.2 	Security requirements
A security framework should be defined for the Cellular IoT system to support security features like mutual authentication, integrity protection and ciphering. It is anticipated that this work will be led by 3GPP SA WG3.
[bookmark: _Toc411612632]8.1.3	 Architecture requirements related to new Radio Access solutions.
It is agreed that:
a)	an Iu interface based architecture will not be used.
b)	it is desirable that both a “flat-RAN” based architecture and a “BSC” based architecture are supported. The feasibility of this needs to be verified.
[bookmark: _Toc411612633]8.1.4 	Architecture requirements related to GERAN Evolution solutions
It is agreed that:
a)	the Gb interface should be used for the GERAN evolution option. 
[bookmark: _Toc411612634]8.2 	Architecture evaluation criteria
[bookmark: _Toc411612635]8.2.1 	Transmission efficiency	
The choice of an architecture option inherently impacts the amount of signalling the MTC device has to perform before sending or receiving user plane data and the header overhead associated with each user plane packet. The amount of signalling and overhead imposed by an architecture option has an impact on the system capacity and energy consumption of the device. It is thus important to analyse the transmission efficiency of each architecture option. For the purpose of the architecture evaluation, the transmission efficiency is defined as the ratio of the application data size to the total amount of data (application data, signalling data and associated header overheads for the transmission of the signalling and data).
E_transmission=D_application/ (D_application+H_CN + H_access + S_radio + H_signalling)
Where D_application is the amount of application layer data to transmit,
H_CN is the overhead from protocols below the application layer and above equivalent of SNDCP layer (See Annex E for an example protocol stack),
H_access is the header overhead for user plane data due to radio access network (which is dependent on the architecture and radio access technology),
S_radio is the amount of signalling information exchanged before transfer of the user plane data and
H_signalling is the header overhead for signaling information.
NOTE: The evaluation of transmission efficiency of an architecture option should be done using the MAR periodic traffic model only (See Annex E).
[bookmark: _Toc411612636]8.3	Option A: Gb based architecture
[bookmark: _Toc395881950]e.g. evaluation of signalling overhead, security implications, user plane handling etc. 
[bookmark: _Toc411612637]8.4	Option B: S1 based architecture
[bookmark: _Toc395881952]e.g. evaluation of signalling overhead, security implications, user plane handling etc. 
[bookmark: _Toc411612638]8.5 	Conclusions on architecture options evaluation


[bookmark: _Toc411612639]9 	Overall conclusions
[bookmark: _Toc411612640]
Annex <A>: 		Deployment scenarios for Cellular IoT	Comment by Assen Golaup (Vodafone): Text introduced based on agreements on  GPC 150093 and GPC150127

	Scenario
	Description

	Deep coverage (in building)
	Cellular IoT devices are typically expected to be deployed indoor, with some devices in basements or underground or embedded in objects, where they may be subjected to deep penetration losses (up to 20 dB more than legacy GPRS). 


	 Extended geographic coverage
	When the Maximum Coupling Loss is not exceeded, it is required that Cellular IoT can support a cell radius of 35 km.
Operation at values of cell radius >35 km according to the Maximum Coupling Loss is desirable but a secondary objective.

	
Mobility
	The majority of cellular IoT devices will be stationary. Cellular IoT is expected to be designed and optimised for stationary devices.
The performance requirements and methodology for performance evaluation for stationary and non-stationary scenarios are summarised in the following table. 
	
	20 dB extra-coverage
	160 bps data rate
	10-year battery life
	system capacity evaluation

	Stationary CIoT devices
	Yes
	Yes
	Yes
	Yes

	Non-stationary (up to 30 km/h) CIoT devices)
	No1
  
	Yes2
	No3
	No

	Non-stationary (higher than 30 km/h) CIoT devices)
	No1
	No4
	No
	No


1GPRS coverage requirements apply
2Performance evaluated with link level simulations
3Battery life analysis is required
4Link level simulations may be provided by proponents to indicate actual performance at high speeds.

	Re-use of existing infrastructure
	It is expected that the Cellular IoT technology is at least deployable on existing radio access sites based on 3GPP Multi Standard Radio Base Station Specifications (with the re-use of existing antennas, feeder cables etc.) and can preferably be introduced as a software load on those existing radio access nodes.
It is expected that the Cellular IoT technology is deployable on an existing core network (e.g. re-using CN nodes and interfaces according to the selected CIoT architecture).

	Use of small amounts of licensed spectrum
	It is expected that an initial release of a ‘clean slate' Cellular IoT technology is deployable in small amounts of licensed spectrum which may be available by (re)using GSM carriers, small unused parts of licensed spectrum for UMTS and small parts of licensed spectrum for LTE.	
Editor’s Note: RAN 4 need to be consulted on the deployment options in UMTS/ LTE spectrum.

	Spectrum sharing with GSM
	Deployment of Cellular IoT based on a GERAN evolution approach is expected to share spectrum with an existing GSM network. It is expected that Cellular IoT based on a ‘clean slate’ solution will not have to share any 200 kHz channel with GSM.


[bookmark: _Toc411612641]
Annex <B>:	Calculation of MCL for legacy GPRS
[bookmark: _Toc411612642]B.1 	Downlink
The proposed calculation of Maximum Coupling Loss (MCL) for the legacy GPRS downlink is shown in Table B.1 for an antenna configuration of 1T1R and is based on the MCL calculation methodology in subclause 5.1 of TR 36.888 [3]. 
The BS transmit power is set to +43 dBm to reflect the common assumption for this study (See assumption 6 in Table D.1, Annex D, on system level simulation assumptions).
The MS receiver sensitivity calculation is based on Table 6.2.1a of TS 45.005 [5] which specifies a reference sensitivity level of -102 dBm for “GSM900 small MS”. This value is then adjusted by 4 dB to reflect the improved noise figure of 5 dB that is assumed in this study for typical MS receivers (See Table 5.1-2: Assumptions on MCL calculation). This results in the -106 dBm Receiver Sensitivity value shown in Table B.1. 
Table B.1: Link budget table for legacy GPRS downlink
	
	Downlink MCL based on TS 45.005[8]

	Transmitter
	

	(1) Total Tx power  (dBm)
	43

	Receiver
	

	(2) Thermal noise density (dBm/Hz)
	-174

	(3) Receiver noise figure (dB)
	5

	(4) Interference margin (dB)
	0

	(5) Occupied channel bandwidth (kHz)
	180

	(6) Effective noise power
        = (2) + (3) + (4) + 10 log((5))  (dBm)
	-116.4

	(7) Required SINR (dB)
	10.4 (See Note 1)

	(8) Receiver sensitivity
        = (6) + (7) (dBm)
	-106.0

	(9) Receiver processing gain (dB)
	0

	Maximum coupling loss (MCL)
        = (1) – (8) + (9) (dB)
	149.0

	Note 1: This value has been derived from the “Receiver sensitivity” value shown in row (8) and is shown for completeness.



[bookmark: _Toc411612643]B.2 	Uplink
The proposed calculation of Maximum Coupling Loss (MCL) for the legacy GPRS uplink is shown in Table B.2 for an antenna configuration of 1T2R and is based on the MCL calculation methodology in subclause 5.1 of TR 36.888 [3].  
The MS transmit power is set to +33 dBm to reflect the  assumption for this study of the MS transmit power of legacy GPRS modem operating at 850/900 MHz (See sub clause 5.5.5: GPRS reference)
The BS receiver sensitivity calculation is based on the specification of -104 dBm for PDTCH/CS-1 (TU50, no FH) taken from TS 45.005 [5]. This value is then adjusted by 2 dB to reflect the improved noise figure of 3 dB that is assumed in this study for typical BS receivers (See Table 5.1-2: Assumptions on MCL calculation). This results in the Receiver Sensitivity value of -106 dBm that is shown in Table B.2. The Receiver Processing Gain value of 5 dB has been taken from TR 36.888 [3] to reflect the use of two receiver antennas at the base station. 
Table B.2: Link budget table for legacy GPRS uplink
	
	Uplink MCL based on TS 45.005[8]
(adjusted for2 x Rx gain)

	Transmitter
	

	(1) Total Tx power  (dBm)
	33

	Receiver
	

	(2) Thermal noise density (dBm/Hz)
	-174

	(3) Receiver noise figure (dB)
	3

	(4) Interference margin (dB)
	0

	(5) Occupied channel bandwidth (kHz)
	180

	(6) Effective noise power
        = (2) + (3) + (4) + 10 log((5))  (dBm)
	-118.4

	(7) Required SINR (dB)
	12.4 (See Note 1)

	(8) Receiver sensitivity= (6) + (7) (dBm)
	-106.0

	(9) Receiver processing gain (dB)
	5 (See Note 2)

	Maximum coupling loss (MCL)= (1) – (8) + (9) (dB)
	144.0

	Note 1: This value has been derived from the “Receiver sensitivity” value shown in row (8) so is just shown for completeness.
Note 2: This value is taken from TR 36.888[3] for the processing gain for a typical BS, and is assumed to include the use of two receive antennas at the base station.



[bookmark: _Toc411612644]
B.3	 Overall MCL for legacy GPRS
From Tables B.1 and B.2, it can be observed that the overall MCL for legacy GPRS is 144.0 dB, since the uplink is limiting the MCL.
[bookmark: _Toc411612645]Annex <C>:	 Link level simulation assumptions
The assumptions for the MS transmit power and BS transmit power are as described in Table D.1 (system level simulation assumptions). The other relevant link level simulation assumptions are summarised in Table C.1.
Table C.1: Assumptions for link level simulations
	No.
	Parameter
	Value

	1
	Frequency band
	900 MHz

	2
	Propagation channel model
	TU

	3
	Doppler spread
	1 Hz with model for Doppler spectrum taken from TR 36.888 [3]1

	4
	Interference/noise
	Sensitivity2 

	5
	Antenna configuration
	BS: 1T2R
MS: 1T1R

	6
	Frequency error
	 
F_offset(t) = F_est_error + (F_drift_inactive *T_inactive)  + (F_drift_active * t). See Note 3.

	7
	MS initial frequency error (for evaluation of synchronization performance)
	Randomly chosen from -20 ppm and 20 ppm (i.e. either -20 ppm or 20 ppm), generated per synchronisation attempt.

	Note 1:	Doppler spread of 1 Hz, with model from TR 36.888 [3], is a working assumption. This will be revisited if a more appropriate model is identified which shows significant difference in performance results. Doppler spread of 1Hz will model a non-stationary surrounding environment and not a non-stationary mobile device. Link level simulation results assuming 1Hz Doppler will be used in system level evaluation.
Note 2:        Sensitivity shall be modelled as a baseline. Interference scenarios need to be developed.
Note 3:        F_offset(t) is the frequency offset  at time t relative to the start of an uplink transmission.
F_est_error (Hz) is the candidate technology specific estimation of the downlink frequency error, which should be declared for each candidate technology.  
F_drift_inactive (0.010 ppm/sec) represents the frequency drift rate during the interval between the end of the last downlink reception used for frequency error estimation and the start of the uplink transmission. The polarity (sign) of the F_drift_inactive rate should be selected randomly for each simulated uplink packet. 
T_inactive (sec) is the time interval between the end of the last downlink reception used for frequency error estimation and the start of the uplink transmission.
F_drift_active (0.025ppm/sec) is the frequency drift rate during the uplink transmission. The polarity (sign) of the F_drift_active rate should be selected randomly for each simulated uplink packet (so where a packet is composed of many repetitions, the polarity should be the same for each repetition). 
Refinement to the basic model which takes into account the candidate Cellular IoT radio interface technology proposal is allowed but the changes must be declared.


[bookmark: _Toc411612646]Annex <D>: 	System level simulation assumptions
The assumptions for system level simulations are summarised in Table D.1. 
D.1: Assumptions for system level simulations
	No
	Parameter
	Assumption

	1
	Cellular Layout
	Hexagonal grid, 3 sectors per site1

	2
	Frequency band
	900 MHz

	3
	Inter site distance 
	1732 m

	4
	MS speed 
	0 km/h as the baseline2

	5
	User distribution
	Users dropped uniformly in entire cell

	6
	BS transmit power per 200 KHz (at the antenna connector)
	43 dBm3

	7
	MS Tx power (at the antenna connector)
	Candidate solution specific4

	8
	Pathloss model
	L=I + 37.6log10(.R), R in kilometers
I=120.9 for the 900 MHz band

	9
	Shadowing standard deviation
	8 dB

	10
	Correlation distance of Shadowing
	110 m 

	11
	Shadowing correlation
	Between cell sites


	0.5

	
	
	Between sectors of the same cell site
	1.0 

	12
	Antenna pattern (horizontal)
(For 3-sector cell sites with fixed antenna patterns) 
	See table 5-7, 3GPP TR 45.914[4], 65° H-plane.

	13
	BS antenna gain
	18 dBi

	14
	MS Antenna gain
	-4dBi

	15
	BS cable loss
	3 dB

	16
	Building Penetration Loss
	Based on distributions derived from adapted COST 231 NLOS model. See  clause D.1 and NOTE 5


	17
	Inter-site correlation coefficient
	Two inter-site correlation coefficients will be used for simulations: 0.5 and 0.75

	Note 1:       Simulations should consider enough BS sites to obtain reliable results. 
Note 2:       Mobility scenario has to be defined  
Note 3:       The carrier PSD compared to GSM shall not be exceeded. 
Note 4:       The highest MS Tx power level at which PA integration on chip is feasible needs to be identified (working assumption is 23 dBm). The supported MS Tx power levels shall be declared and evaluated for any candidate solution.
Note 5:       Simulations should be performed for two scenarios of building penetration loss described in Annex D.1.All evaluations should provide results for both scenarios.
   



[bookmark: _Toc411612647]D.1 	Building penetration loss
The building penetration loss is a component of the overall path loss model for cellular devices in conditions of deep penetration loss and is in addition to the outdoor pathloss model (see simulation assumption#8 in Table D.1). 
Path loss indoor = outdoor path loss + Building Penetration Loss
The building penetration loss model for this study is based on the COST 231 Non Line of Sight (NLOS) model for building penetration loss which is adapted to reflect the attenuation characteristics of both old and modern construction materials and also with parameters chosen to reflect the expected environment in which cellular IoT devices will be placed. 
Building Penetration Loss = External wall penetration loss + max (Tor1, Tor3) – GFH
Tor1 = Wi*p, where Wi is the loss in internal walls and p is the number of penetrated internal walls.

Wi = 4-10 dB (uniformly distributed)

p =0, 1, 2 or 3 (with p =3 also accounting for devices in deep penetration loss e.g. basement)
Tor3 = alpha*d, where alpha is the penetration distance coefficient and d is the penetration distance.

Penetration distance coefficient (alpha) = 0.6 dB/m

d = uniformly distributed in the range 0-15m

GFH = n*Gn, where Gn is the floor height gain per floor, n is the floor number

n = 0,1,2,3 or 4 (uniform distribution)

Gn = 1.5 dB/floor 

External wall loss is modelled as uniformly distributed either in range 4-11 dB, 11-19 dB or 19-23 dB.

The two scenarios to be simulated for the evaluation in this study are summarised in Table D.2 (scenario#1) and Table D.3 (scenario#2)

Table D.2: Definition of scenario#1 for building penetration loss

	Distribution of external wall penetration loss

	External wall  penetration loss
	4-11 dB
	11-19 dB
	19-23 dB

	Percentage of devices uniformly distributed in  range
	25%
	65%
	10%

	Assumptions related to additional penetration loss due to internal walls

	Percentage of devices mapped to case p=3 ( with remaining devices equally distributed among cases p=0,1,2)
	15%

	Assumption for dependency of penetration loss of internal walls of a building. 
	Independent i.e. a different value of Wi is randomly generated for each internal wall. 





Table D.3: Definition of scenarios#2 for building penetration loss

	Distribution of external wall penetration loss

	External wall  penetration loss
	4-11 dB
	11-19 dB
	19-23 dB

	Percentage of devices uniformly distributed in  range
	25%
	50%
	25%

	Assumptions related to additional penetration loss due to internal walls

	Percentage of devices mapped to case p=3 ( with remaining devices equally distributed among cases p=0,1,2)
	20%

	Assumption for dependency of penetration loss of internal walls of a building. 
	Dependent i.e. one value of Wi is randomly generated and applies to all internal walls.



Editor’s Note: it is FFS if an inter-site correlation coefficient is required for the building penetration loss model and the value of the respective coefficient to use.

[bookmark: _Toc411612648]

Annex <E>: 	Traffic Models

[bookmark: _Toc411612649]E.1	 Cellular IoT device density per cell site sector	Comment by Assen Golaup (Vodafone): Updated based on clarifications in Adhoc on number of devices per cell sector
The cellular IoT device density per cell site sector is calculated by assuming 40 devices per household. The household density is based on the assumptions of TR 36.888 [3] for London in Table E.1-1.
Calculation (
Cell site sector area
)
 (
R
)
 (
ISD
)                               




Figure E.1-1.  Cell site Sector area definition
Calculation:
Inter-site Distance (ISD) = 1732m
Cell site sector radius, R = ISD/3 = 577.3m
Area of cell site sector (assuming a regular hexagon) = 0.86 Sq Km
Number of devices per cell site sector = Area of cell site sector*Household density per Sq km*number of devices per household
= 52547
Table E.1-1: Device density assumption per cell
	Case
	Household Density per Sq km
	Inter-site Distance (ISD) (m) 
	Number of devices within a household
	Number of devices within a cell site sector

	Urban
	1517
	1732 m
	40
	52547



[bookmark: _Toc411612650]E.2 	Traffic models for Cellular IoT
The traffic models in this annex are required to perform capacity evaluations using system level simulations and  for latency analysis.
Four different application traffic models are defined to reflect the traffic characteristics of applications expected to be supported using Cellular IoT. 
[bookmark: _Toc411612651]E.2.1	 Mobile Autonomous Reporting (MAR) exception reports
Many sensor type applications are expected to monitor a physical condition and trigger an exception report when an event is detected. Such events are expected to be generally rare, typically occurring every few months or even years. Examples of such applications include smoke alarm detectors, power failure notifications from smart meters, tamper notifications etc. 
For the purpose of latency analysis, it is assumed that MAR exception reports have an uplink application payload of 20 bytes.  It is required that such reports are delivered in near real time, with a latency target of 10s.
For every generated uplink report (i.e. 100% of uplink exception reports), it is also assumed that the application will send a downlink application ACK. The size of the application layer ACK size is zero. The total packet size (above equivalent of SNDCP layer) is the overhead due COAP/DTLS/UDP/IP..
[bookmark: _Toc411612652]E.2.2 	Mobile Autonomous Reporting (MAR) periodic reports
Periodic uplink reporting is expected to be common for cellular IoT applications such as smart utility (gas/water/electric) metering reports, smart agriculture, smart environment etc. The MAR periodic uplink reporting traffic model is used in system level simulations for capacity analysis. 
Table E.2-1 summarises the characteristics of MAR periodic reporting:
Table E.2-1: MAR periodic UL reporting traffic model
	Characteristic
	

	Application payload size distribution
	Pareto distribution with shape parameter alpha = 2.5 and minimum application payload size = 20 bytes with a cut off of 200 bytes i.e. payloads higher than 200 bytes are assumed to be 200 bytes.

	Periodic inter-arrival time
	Split of inter-arrival time periodicity for MAR periodic is:  1 day (40%), 2 hours (40%), 1 hour (15%), and 30 minutes (5%)



A DL application layer ACK for an uplink periodic reporting event is assumed in 50% of UL MAR periodic reports generated.   The application downlink ACK payload size is assumed to be 0 bytes. The total packet size (above equivalent of SNDCP layer) is the overhead due COAP/DTLS/UDP/IP  and is immediately sent after the base station successfully receives an application UL packet. No retransmission of the APP DL ACK/UL packet is required. 
[bookmark: _Toc411612653]E.2.3 	Network Command 
[bookmark: _Toc405206814]The Network Command (NC) traffic model is used to model applications where an application server generates an application layer command to the device to perform an action without the need for an uplink response from the device e.g. command to switch on the lights or to trigger the device to send an uplink report as a result of the network command e.g. request for a smart meter reading. 
It is assumed that 50% of such Network Commands will require the MS to send an application layer UL response whilst the other 50% will not generate a response in system level simulations.  Moreover, for the case where there is an uplink response, there is no need for an application DL ACK for the response.
The size of the downlink Network Command is assumed to be 20 bytes and the distribution of the periodic inter-arrival time is the same as for MAR periodic model (Table E.2-1). The distribution of the application payload size in response to the Network Command, where applicable, is the same as application payload size distribution of MAR periodic in Table E.2-1. 
[bookmark: _Toc411612654]E.2.4 	Software update/reconfiguration model
It is expected that all Cellular IoT devices will require some form of application layer software update/reconfiguration occasionally. Software reconfigurations (patches) are expected to make up most of the events and are not expected to result in the large payload sizes expected for complete software updates. 
For the purpose of capacity evaluations, the traffic characteristics for Software update/reconfiguration are described in Table E.2-2. The assumption of maximum payload size in Table E.2-2 takes into consideration that the downloads will be done using unicast (See clause 8.1.1)
Table E.2-2: Traffic characteristics for Software download/reconfiguration model.
	Characteristic
	

	Application payload size distribution
	Pareto distribution with shape parameter alpha = 1.5 and minimum application payload size = 200 bytes with a cut off of 2000 bytes i.e. payload higher than 2000 bytes are assumed to be 2000 bytes. 

	Periodic inter-arrival time
	(180 days)



[bookmark: _Toc411612655]E.3 	Assumptions for header overhead
The total packet size at the equivalent of the SNDCP layer (excluding equivalent of SNDCP layer overhead) is made up of the application payload size and header overhead of protocols below the application layer and above the equivalent of the SNDCP layer.
For the purpose of this study, the example protocol stack is assumed to be CoAP (Constrained Application Protocol)/DTLS (Datagram Transport Layer Security/UDP (User Datagram Protocol) /IP (Internet Protocol)
The assumptions for header sizes for the different protocols are summarised in Table E.2-3.

Table E.2-3: Assumptions for header overhead above the equivalent of the SNDCP layer
	Protocol
	Size in bytes

	COAP
	4

	DTLS
	13

	UDP
	8

	IP
	40  (without IP header compression)
	4  (with IP header compression)

	Total header size 
	65 
	29





[bookmark: _Toc411612656]Annex <F>: 	Link layer design principles and radio resource management concepts for clean slate solutions
This clause describes the general principles of the link layer design for any clean slate solution for Cellular IoT and outlines the concept for radio resource management.  The principles do not apply to the GERAN evolution concept, unless otherwise stated.
[bookmark: _Toc411612657]F.1 	Multiplexing principles
-	Multiplexing of UE specific signaling and data is required. 
-	MS only needs to support one IP address.
[bookmark: _Toc411612658]F.2 	Scheduling principles
-	A scheduling mechanism to support flexible resource utilization is required. 
[bookmark: _Toc411612659]F.3 	 MAC layer retransmissions
-	A feedback mechanism for MAC layer transmissions (ACK/NACK) is required.
Editor’s Note:  It is FFS how MAC layer retransmissions work with the concept of repetitions at the PHY.
[bookmark: _Toc411612660]F.4 	Segmentation and reassembly of MAC layer SDU
-	Segmentation and re-assembly of upper layer PDU is required. 
[bookmark: _Toc411612661]F.5 	Random access procedure
-	Random access for data transmission and NAS signalling is required (at least for contention based access. 
-	It should be possible to allocate different set of RACH resources depending on the coverage conditions of the MS.
Editor’s Notes:  
-Need for Non-contention based RACH is FFS.
-Need for including a UE identity in the initial RACH request is FFS.
-It is FFS if MS needs to indicate how much data it needs to send in the initial RACH transmission.
-It is FFS if we need different RACH resources for other reasons than coverage conditions.
[bookmark: _Toc411612662]F.6 	MS mobility states
-	The system shall support devices that need low or medium latency (e.g. of the order of seconds or minutes) mobile terminating services. The system also supports other devices that want to use PSM.
-	The system shall only apply PSM to devices with applications that generate Mobile Autonomous Reporting (MAR) traffic type and applications that are triggered with a Network Command without any latency requirement. 
Editor’s Notes:  It is FFS how the system will identify devices with specific traffic types for which PSM is configurable.
[bookmark: _Toc411612663]F.7 	System information (SI)
The system information contains the following information:
Basic system information 
-Indication of change SI
-PLMN identity
-Cell identity (excluding PLMN identity/TA code for S1 architecture option and PLMN identity/Routing Area id for Gb architecture option)
-Tracking area code (S1 architecture option) or Routing Area ID (Gb architecture option)
-Cell barred (to prevent access to all MS)
-Access control parameters for PLMN to prevent initial access (RACH procedures) by a group of devices including:
1) Access control category to identify home/roaming users
2) An access control bit map for 10 ‘normal’ access classes as baseline.
- A threshold for signal level for cell selection

Editor’s Notes:  
-Need for ‘Cell reserved’ indication to only allow access by a class of devices is FFS.
- It is FFS if 10 ‘normal’ access classes is ‘suitable’.
-It is FFS if access control bitmap apply to roaming users.
-It is FFS if access control based on other device types (than defined by access classes) is needed.
-It is FFS if access control based on access control parameters for ‘common’ PLMN applies to both signalling and data or if separate access control parameters need to be defined. 
-The size of the cell identity is FFS.
-Content of cell barred information is FFS.

Other system information 
-Indication of existence of optional subsets of system information is required.
-Default Paging DRX cycle
-Parameters for MS to calculate paging group
-Information to indicate the current segment of a block of system information that has been segmented due to its size. 
-Cell reselection parameters
-Neighbour cell information to include at least:
-Band indicator
-Frequency
-Network sharing information will support a list of up to four additional PLMNS as a baseline.
-Access control for additional PLMNs will be based on assumption of 10 normal access classes.
Editor’s Notes:  
-It is FFS if system information should include GB or S1 related timers.
-It is FFS if system information should contain definition of coverage categories. The definition, if required, will be solution specific.
-Details of cell reselection parameters are FFS.
-Need of physical cell identity in Neighbour cell information is FFS and may be solution specific. 
-It is FFS if system information (Neighbour cell information) should contain frequency/cell priority for load balancing
-It is FFS if the access control parameters for the ‘common’ PLMN also apply for the network sharing PLMNs.
[bookmark: _Toc411612664]F.8	 Paging
- Paging mechanism needs to be optimized for different coverage classes.
-The DRX/paging cycle should be configurable to support applications with different latency requirements for application server triggered events (Network Commands). This should range from 1-30s (typical for existing 3GPP technologies) for low latency applications to 1-30 minutes to reduce energy consumption for medium latency applications that need to ‘listen’ to paging.


[bookmark: _Toc411612665]Annex <X>:	Change history
This is the last annex for TRs which details the change history using the following table.
This table can be used for recording progress during the WG drafting process till TSG approval of this TR.
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