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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction


Augmented Reality (AR) and Mixed Reality (MR) are considered as new experiences for immersive media services. It is assumed that the form factors of devices for these services are not different from those of typical glasses, which leaves smaller space for various sensors, circuit boards, antennas, cameras, and batteries than in typical smartphones and therefore reduces the media processing and communication capability that can be supported.

1
Scope


The present document collects information on glass-type AR/MR devices in the context of 5G radio and network services. The primary scope of this Technical Report is the documentation of the following aspects:

-
Providing formal definitions for the functional structures of AR glasses, including their capabilities and constraints 
-
Documenting core use cases for AR services over 5G and defining relevant processing functions and reference architectures

-
Identifying media exchange formats and profiles relevant to the core use cases

-
Identifying necessary content delivery transport protocols and capability exchange mechanisms, as well as suitable 5G system functionalities (including device, edge, and network) and required QoS (including radio access and core network technologies)

-
Identifying key performance indicators and quality of experience factors 

-
Identifying relevant radio and system parameters (required bitrates, latencies, loss rates, range, etc.) to support the identified AR use cases and the required QoE 

-
Providing a detailed overall power analysis for media AR related processing and communication

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[x]
3GPP TR 26.928: “Extended Reality (XR) in 5G”
[A.1]
Google Draco: https://google.github.io/draco/
[A.2]
T.Ebner, O.Schreer, I. Feldmann, P.Kauff, T.v.Unger, “m42921 HHI Point cloud dataset of boxing trainer”, MPEG 123rd meeting, Ljubljana, Slovenia

[A.3]
Scene understanding, https://docs.microsoft.com/en-us/windows/mixed-reality/scene-understanding
[A.4]
Serhan Gül, Dimitri Podborski, Jangwoo Son, Gurdeep Singh Bhullar, Thomas Buchholz, Thomas Schierl, Cornelius Hellge, “Cloud Rendering-based Volumetric Video Streaming System for Mixed Reality Services”, Proceedings of the 11th ACM Multimedia Systems Conference (MMSys'20), June 2020

[A.5]
Scene lighting: https://docs.microsoft.com/en-us/azure/remote-rendering/overview/features/lights
[A.6]
PBR material: https://docs.microsoft.com/en-us/azure/remote-rendering/overview/features/pbr-materials
[A.7]
Color Material: https://docs.microsoft.com/en-us/azure/remote-rendering/overview/features/color-materials
…
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3
Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

Abbreviation format (EW)

AR
Augmented Reality

MR
Mixed Reality

XR




Extended reality
4
Introduction to Glass-type AR/MR Devices
Editor’s Notes:

<Relevant to Objective #1>

1) Provide formal definitions for the functional structures of AR glasses, classified as device types of XR5G-A4 (standalone) and XR5G-A2, A5 (wirelessly tethered) in TR 26.928, including their capabilities and constraints with respect to communication, computing and graphics processing, tracking, sensors, display, and power consumption 
NOTE 1: Device type of XR5G-A3 (video see-through HMD) are not the primary scope of this study, but are not excluded per se.
4.1
General 
<Provides relevant definitions of core parts for AR glasses, such as vision, SLAM or localization, object recognition>
4.2
Device Functional Structure
<Provides an overview of devices type, function block, and its capabilities and constraints> 
4.3
Related Work
<Summarizes the work in 3GPP as well as other SDOs related to glass-type AR/MR services; MPEG, ETSI ARF etc>
5
Core Use Cases 

5.1
Introduction

This clause documents the core use cases and scenarios for AR/MR devices, which can be served to identify requirements, functional structure, related media format, and protocols for the 5G systems. Parts of the use cases are derived from XR use cases in TR26.928[x] based on the relevance to AR/MR device type. In addition, the other use cases and scenarios are collected in Annex A of this document. 

Table 5.1 provides a list of all the collected use cases.
Table 5.1. List of use cases for AR/MR services

	No
	Use Case
	Reference

	1
	3D Image Messaging
	Annex A.2 in [x]

	2
	AR Sharing
	Annex A.3 in [x]

	3
	Real-time 3D Communication
	Annex A.8 in [x]

	4
	AR guided assistant at remote location (industrial services)
	Annex A.9 in [x]

	5
	Police Critical Mission with AR
	Annex A.10 in [x]

	6
	Online shopping from a catalogue – downloading
	Annex A.11 in [x]

	7
	Real-time communication with the shop assistant
	Annex A.12 in [x]

	8
	360-degree conference meeting
	Annex A.13 in [x]

	9
	XR Meeting
	Annex A.16 in [x]

	10
	Convention / Poster Session
	Annex A.17 in [x]

	11
	AR animated avatar calls
	Annex A.18 in [x]

	12
	AR avatar multi-party calls
	Annex A.19 in [x]

	13
	Front-facing camera video multi-party calls
	Annex A.20 in [x]

	14
	AR Streaming with Localization Registry
	Annex A.21 in [x]

	15
	5G Shared Spatial Data
	Annex A.24 in [x]

	16
	AR remote cooperation
	Annex A.2

	17
	AR remote advertising
	Annex A.3

	18
	Streaming of volumetric video for glass-type MR devices
	Annex A.4


(Note: Table can be extended based on the discussion of new use case)
The use cases are grouped into several categories based on the similar requirements for media flow and device functional structure.
5.2
Summary of Core Use Cases
<Provides a summary in a form of Table>
6
Service Architectures 
<Network, Edge and Device architectures, interfaces for common parts among various use cases. Media flow and its associated feature / attribute will be shown - Objective #3
NOTE: Clause 6, 7, and 8 are worthy to discuss once after Device structure (in Clause 4) and Core use cases (in Clause 5) are identified. These sections will primarily document how to enable services for AR glasses per each consolidated use case.>
7
Media Exchange Formats and Profiles
<Documents the identified media exchange format and profile relevant to the identified core use cases as well as media processing functions
Note that media exchange formats include both, formats and signals consumed on AR devices (e.g. overlays, scenes, animations) as well as those that are generated (and shared) on/by those (for example to support spatial localization, object recognition and tracking), as defined in SID >
8
Delivery Protocol and Quality-of-Service 
<provides necessary content delivery transport protocols and capability exchange mechanisms, as well as QoS -  Objective #4. Sub-clause might be further organized per each consolidated use case.>
9
Devices Form-factor related Issues
<Provides the practical issues of glass-type AR/MR devices including overall power analysis and connectivity> 
10
Potential Normative Work 
<Identifies any missing or insufficient elements for AR glasses and potentially proposes the candidate solutions>
11
Conclusions

Annex A:
Collection of Glass-type AR/MR Use Cases
A.1
Introduction and Template
<Documents a common template for use cases proposal>
A.2
Use Case 16: AR remote cooperation

	Use Case Name

	AR remote cooperation

	Description

	As descriped in A.9 of 3GPP TR26.928[x], a remote expert makes AR actions (e.g. overlaying graphics and drawing of instructions) to the received local video streams. This use case highlights that both parties can share their own video streams and overlay 2D/3D objects on top of these video streams compared with the scenario from TR 26.928. 

For example, a car technician contacts the technical support department of the car components manufacture by phone when he has some difficulty in repairing a consumers' car. The technical support department can arrange an engineer to help him remotely via real-time communication supporting AR.

The car technician makes a video call with the remote engineer, uses his camera to capture the damaged parts of the car  and shares them with the remote engineer in-call. And he marks possible points of failure by drawing instructions on the top of these video contents in order that the remote engineer can see the marks and make a detailed discussion. Also, they have respectively FOVs on their sides to check the failure. Likewise, the remote engineer can also overlay graphics and animated objects based on these shared video contents to adjust or correct the technician's operations. Furthermore, if the maintenance procedures are complex, the remote engineer can show the maintenance procedures step by step which are captured in real-time and beshared with the local technician. Therefore, the local technician can follow the operations. Finally, they find out the problems and fix it. It looks like that the remote engineer is beside the technician, discusses and solves the problems together.

In the extension to this use case, it the remote engineer enables front-facing and back-facing cameras at the same time, the car technician can see a small video stream, which is captured by the front-facing camera of the remote engineer to achieve more attentive experiences. 

	Categorization

	Type: AR, MR

Degrees of Freedom: 3DoF+, 6DoF

Delivery: Interactive, Conversational

Device: XR5G-P1, XR5G-A2, XR5G-A3, XR5G-A4, XR5G-A5, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>
Both parties on the device with the following features

-
Support for conversational audio and video

-    Collect and delivery of AR actions and viewer information

-    Enabling of the front-facing and back-facing cameras at the same time

The network with the following features

-
Rendering of overlying AR actions and viewer information

-    Rendering of virtual and real superposition of different video contents

	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>
QoS:

-
conversational QoS requirements 

-
sufficient bandwidth to delivery compressed 2D/3D objects

QoE: 

-
Synchronized rendering of overlay AR actions and pose information
-
Synchronized rendering of audio and video

-
Fast and accurate positioning information

	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

-
What are the technology challenges to make this use case happen?

-
Do you have any implementation information?

-
Demos

-
Proof of concept

-
Existing services

-
References

-
Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

>
Enhancements in media processing for multiple video streams both from different parties and/or the same party together with all kinds of AR actions may be performed in the network (e.g. by a media gateway) and in order to enable richer real-time experiences. Accordingly, the extensive hardware capabilities (e.g. multi-GPU) are required.

	Potential Standardization Status and Needs

	<identifies potential standardization needs>
-
MTSI regular audio and video call between both parties

-    Standardized format for AR actions (e.g. static and/or dynamic 2D/3D objects) and posture information

-
Delivery protocols for AR actions and posture information

-    Rendering of more than one video stream


A.3
Use Case 17: AR remote advertising

	Use Case Name

	AR remote advertising

	Description

	Compared with the use cases described in A.8 and A.12 of 3GPP TR 26.928[x], this use case emphasizes that the shared video contents between two parties of a session are from a third party. Furthermore, the shared video contents may be 3D model objects, 360 degree and even free-viewpoint in order to help people have more interactive and immersive experiences. 

For example, a real estate salesman iniates an audio call to a client by his smartphone to advertise houses remotely. The real estate salesman can request some video contents which are restructured 3D objects for houses to be sold/rent in advance from the third content provider and then switch a video call. The real estate salesman and the client can receive the video contents from the third content provider simultaneously. The real estate salesman can introduce via audio while he rotates the model. At the same time, the client can hear the introduction and see the rotational model via the touch-screen of his smartphone. And vice versa, the client is able to ask what he cares via audio wihle he marks in different colors on the shared model, the client can hear the questions and see the colourful marks in real-time. 

In an extension to the use case, if the video content is free-viewpoint and embed some 3D objects representing furniture, the client wearing an AR-glass is able to see layouts and furnishings fo the virtual houses which can rendered following his posture. It seems that the client is just inside the advertised and virtual house, and is able to walk around different rooms (e.g., dining room and living room). Furthermore, the client can drage an 3D object for a small couch back and forth in the living room using his hand. In addition, the real estate salesman can insert his 3D animated model in the virtual house and it can move following the view scope of the client as if he is just beside the client and introduces the house to the client.
In another extension to the use case, the client can invite his friend to see the virtual house together. They can see it from their respectively viewpoint. They can also walk aroud the virtual house when wearing an AR-glass and communicate with each other via audio.

	Categorization

	Type: AR, MR

Degrees of Freedom: 6DoF

Delivery: Interactive, Conversational, Download, Streaming
Device: XR5G-P1, XR5G-A2, XR5G-A3, XR5G-A4, XR5G-A5, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>
the devices with the following features

-
Support for conversational audio and video

-
Support for receiving the video contents from the third party

-    Collecting of AR actions (e.g. rotation and mark) and posture information

-    Support of depth location technologies (e.g. SLAM for AR-glasses)

the network with the following features

-
Rendering of overlying AR actions and posture information

-    Delivery of AR actions and posture information

-    Support for establishing a connection the third party 



	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>
QoS:

-
conversational QoS requirements 

-
sufficient bandwidth to delivery compressed 2D/3D objects

-
Accurate user positioning information
QoE: 

-
Synchronized rendering of overlay AR actions and posture information
-
Synchronized rendering of audio and video

-
High-quality depth video captured from both parties


	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

-
What are the technology challenges to make this use case happen?

-
Do you have any implementation information?

-
Demos

-
Proof of concept

-
Existing services

-
References

-
Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

>
Enhancements in media processing for the media contents from the third party together with all kinds of AR actions and 2D/3D model objects may be performed in the network (e.g. by a media gateway) and in order to enable richer interactive and immersive experiences.

	Potential Standardization Status and Needs

	<identifies potential standardization needs>
-
Delivery protocol of the shared media contents from the third party

-
Standardized format and delivery protocols of AR actions and 2D/3D objects
-    Standardized format and delivery protocols of posture information
-    More than one communication channels can be setup


A.4
Use Case 18: Streaming of volumetric video for glass-type MR devices
	Use Case Description: Streaming volumetric video for glass-type MR devices

	Bob and Patrick are gym instructors and run a gym ‘VolFit’. ‘VolFit’ provides their clients with a mixed-reality application to choose and select different workout routines on a 5G-enabled OHMD. The workout routines are available as high-quality photorealistic volumetric videos of the different gym instructors performing the routines. Bob and Patrick book a professional capture studio for a high-quality photorealistic volumetric capture of the different workout routines for their clients. Bob and Patrick perform the workout routines in the studio capture area. The studio captures Bob and Patrick volumetrically.


Alice is a member of ‘VolFit’ gym. Alice owns a 5G-enabled glass-type OHMD device. The ‘VolFit’ MR application is installed on her OHMD. The OHMD has an untethered connection to a 5G network. 

Alice wears her OHMD device. The MR application collects and maps spatial information of Alice’s surrounding from the set of sensors available on the OHMD. The OHMD can further process the spatial mapping information to provide a semantic description of the Alice’s surrounding.  

Alice wants to learn a workout routine from her instructors, Bob and Patrick. The photorealistic volumetric videos of Alice’s instructors are streamed to the MR application installed on her OHMD. The MR application allows Alice to position the volumetric representations of Bob and Patrick on real-world surfaces in her surroundings. Alice can move around with 6DoF, and view the volumetric videos from different angles. The volumetric representations are occluded by real-world objects in the XR view of Alice; when Alice move to a location where the volumetric objects are positioned behind real-world objects or vice-versa. During the workout session, Alice gets the illusion that Bob and Patrick are physically present in her surroundings, to teach her the workout routine effectively. 

The MR application allows Alice to play, pause and rewind the volumetric videos. The functions can be triggered for example by hand-gestures, a dedicated controller connected to the OHMD, etc.


	Categorization

	Type: MR (XR5G-A1, XR5G-A2, XR5G-A4, XR5G-A5)
Degrees of Freedom: 6DoF

Delivery: Streaming, Split-rendering
Device: OHMD with/without a controller

	Preconditions

	-
The application uses existing hardware capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out tracking is available.
-   Spatial mapping to provide a detailed representation of real-world surfaces around the device
-
Media is captured properly (refer to clause 4.6.7. TR 26.928). The quality of the capture depends on different factors: 
1. Point-cloud based workflows 

· Studio setup i.e. camera lenses, distance of the captured object from the camera(s), stage lights 

· Filtering/Denoising algorithms

2. Mesh-based workflows 

· Mesh reconstruction algorithms (e.g. Poisson surface reconstruction)

· Geometric resolution of the object i.e. poly counts  

· Texture resolution e.g. 4K, 8K, etc.  

-   Media is accessible on a server 

-   Connectivity to the network is provided

	Requirements and QoS/QoE Considerations

	-
QoS: 

-
bitrates and latencies that are sufficient to stream a high-quality volumetric content within the immersive limits 
· bitrate for a single compressed volumetric video (mesh compression using tools such as Google Draco [A.1] and texture compression using video encoding tools such as H.264), for example, “Boxing trainer” sequence [A.2] further processed to generate a 3D mesh sequence with 65,000 triangles; 25fps, Texture: 2048x2048 pixels; 25fps: 
· Data rate of 47.3Mbps, which constitutes of following: 
· Mesh sequence: 37 Mbps (using Google Draco [A.1])
· Texture sequence: approximately 10 Mbps (encoding using H.264)
· Audio: 133 kbps (AAC)
-  access link bitrate estimates in case of split-rendering delivery methods (multiple objects):

· approximately 30% higher bitrate than typical video streaming due to ultra-low delay coding structure (e.g. IPPP)
· left and right view (packed stereo frame)

· bitrates of a compressed stereo video depend on rendered objects resolution

· bitrates approximately 1Mbps (small objects)-35 Mbps (objects covering majority of the rendered viewport)

-
Required QoE-related aspects: 
-   volumetric video captured roughly in the range of ~1-10 million points per frame (this is dependent on capturing workflows as well as the level of details in captured object e.g. clothes’ textures)

-   high geometric resolution of the volumetric object’s geometry to achieve accurate realistic simulations of rendering equations 

-   frame rate at least 30 FPS and above  

-   high-quality content rendering according to the user’s viewpoint

-   real-time rendering of multiple high-quality volumetric objects
-
fast reaction to user’s head and body movements 

-
fast reaction to hand-gestures, or a connected controller, etc 

-    real-time content decoding

-    accurate spatial mapping
-     accurate tracking
     -     Desired QoE-related aspects: 

-    accurate scene lighting [Note: PBR feasibility]

	Feasibility

	Volumetric content production:

· Volucap studios: https://volucap.de/
· Mixed Reality studio: https://www.microsoft.com/en-us/mixed-reality/capture-studios
· Metastage: https://metastage.com/
Device Features:

· Spatial mapping

· Tracking 

· Scene understanding [A.3]
· A/V decode resources

Selected Devices/XR Platforms supporting this:

· Microsoft HoloLens: https://www.microsoft.com/en-us/hololens  
· Nreal Light glasses: https://www.nreal.ai/ 

· Magic Leap 1: https://www.magicleap.com/en-us/magic-leap-1
Current solutions: 

For a real-time mobile on-device mesh-based system, an acceptable-quality experience for 30 FPS can be achieved using at least 30,000-60,000 poly count for a volumetric object’s geometry with at least 4K texture resolution. On-device rendering of multiple complex 3D models is limited by graphics capabilities of the device. 

In addition, advanced rendering techniques for lighting, reflection and etc, are subject to complex rendering equations which may result in inconsistent frame rate and increased power consumption. Therefore, it is challenging to achieve a real-time volumetric streaming for multiple high-quality 3D models with current networks and on-device hardware resources. Some existing solutions use remote rendering for streaming volumetric video:

· Azure remote rendering, https://azure.microsoft.com/en-us/services/remote-rendering/
, allows to render a huge and complex 3D model with millions of polygons remotely in cloud and stream in real-time to a MR device such as HoloLens 2. An intuitive demonstration of the Azure remote rendering of 3D model with approximately 18 million polygons on HoloLens 2 is publicly available at: https://www.youtube.com/watch?v=XR1iaCcZPrU
· Mesh-based multiple high-quality volumetric video streaming using remote rendering [A.4]. More information is available at: https://www.hhi.fraunhofer.de/5GXR 
· Nvidia CloudXR: https://developer.nvidia.com/nvidia-cloudxr-sdk
Scene Lighting: 

The light sources included in the scene have a significant impact on the rendering results. The light sources share some common properties such as; 

· Colour: the colour of the light 

· Intensity: the brightness of the light 

Under Azure remote rendering, Scene lighting [A.5] provides the functionality to add different light types to a scene. Only the objects in the scene with PBR material type [A.6] are affected by light sources. Simpler material types such Color material [A.7] don’t receive any kind of lighting. 

	Potential Standardization Status and Needs

	The following aspects may require standardization work:
-
Storage and access formats

-    Network conditions that fulfill the QoS and QoE Requirements 

-    Relevant rendering APIs

-    Scene composition and description

-    Architecture design
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