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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

With connected car often considered as one of key applications of 5G, 3GPP has been working on the features and required technologies of vehicle-to-everything (V2X), in which coordinated efforts are made by vehicles and networks to realize advanced driver assistance systems (ADAS) or self-driving vehicles. The initial works on V2X focused on the exchange or delivery of short control messages to avoid collision, and did not consider the functionalities required for advanced connected cars. However, the use cases for advanced driving of eV2X, specified in TR 22.886, include various scenarios including media, such as video and sensor data.
Although more advanced transmission capabilities are required, media can overcome the limitations of coded messages that might not be able to describe arbitrary situations on the road, and can be a more intuitive source of information for the decision of driver or artificial intelligence, e.g., by providing visual information that cannot be provided by the on-board cameras or sensors of vehicles with limited coverage or accuracy. Strong tolerance to the variance of weather is another advantage of media-based V2X that can exploit the point-to-point transmission or multicasting/broadcasting capability of 3GPP radio access.
1
Scope

In the present document, media-related use cases of V2X described in TR 22.886 and their requirements in TS 22.186 are analysed in detail, to clarify the operation of advanced driving using networked visual information. The required procedures for media capture, compression, and transmission, based on the mechanisms for media handling and transportation, such as MTSI, MBMS, and FLUS, are investigated. Operation over the PC5 interface is currently outside of the scope of this document.
2
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3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1]. The following definitions of V2X are from [2], [3].
Road Side Unit: A stationary infrastructure entity supporting V2X applications that can exchange messages with other entities supporting V2X applications.
NOTE: 
RSU is a term frequently used in existing ITS specifications, and the reason for introducing the term in the 3GPP specifications is to make the documents easier to read for the ITS industry. RSU is a logical entity that combines V2X application logic with the functionality of an eNB (referred to as eNB-type RSU) or UE (referred to as UE-type RSU).
V2I Service: A type of V2X Service, where one party is a UE and the other party is an RSU both using V2I application.
V2N Service: A type of V2X Service, where one party is a UE and the other party is a serving entity, both using V2N applications and communicating with each other via LTE network entities.
V2P Service: A type of V2X Service, where both parties of the communication are UEs using V2P application.

V2V Service: A type of V2X Service, where both parties of the communication are UEs using V2V application. 
V2X Service: A type of communication service that involves a transmitting or receiving UE using V2V application via 3GPP transport. Based on the other party involved in the communication, it can be further divided into V2V Service, V2I Service, V2P Service, and V2N Service.
3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
RSU

Road Side Unit

V2I

Vehicle-to-Infrastructure
V2N

Vehicle-to-Network
V2P

Vehicle-to-Pedestrian
V2V

Vehicle-to-Vehicle
V2X

Vehicle-to-Everything
4
V2X overview
3GPP started a feasibility study on V2X as a message-based mechanism for improved safety and group driving (platooning), defining a variety of use cases including the interaction of vehicles, networks, and pedestrians, and their potential requirements [2]. As new needs for facilitating more advanced applications such as autonomous driving became elevated, the study continued to investigate the aspects of handling higher bit-rate sensor data and media [3]. Basic requirements set from these studies were specified in [4], [5].

From the outcomes of these feasibility studies, further studies on the network architecture that could meet the requirements of V2X followed [6], [7]. Initial consideration of V2X was in the operating environments of LTE but its applications were extended to 5G [8]. In addition to the conventional Uu interface between UE (vehicle) and eNodeB/gNB, PC5, a new interface enabling direct communication between vehicles, were defined, which re-uses the functionalities of group communication system enablers defined for mission-critical applications [9]. Based on the V2X architectures defined, security aspects were studied, and potential vulnerability of new interfaces were investigated [10], [11]. Finally, advanced features of radio access technologies are under study for higher performance [12].
5
Media use cases in V2X
The first five use cases are specified in TR 22.886 [3], and explained further in [16].
5.1
Support for remote driving
In this use case, specified in clause 5.4 of TR 22.886 [3], a vehicle is controlled remotely by either a human operator or cloud computing.

NOTE 1:
The assumption is that each H.265/ HEVC stream is up to 10 Mb/s and outside-vehicle video streams showing the lane situations around a vehicle are delivered to a remote driver. In addition, outside-vehicle audio streams may be delivered to a remote driver for conveying the noises and horn sounds from other vehicles.
NOTE 2:
At least an inside-vehicle video stream and an inside-vehicle audio stream, whose delay requirements can be more relaxed than those of outside-vehicle video and audio, may be delivered to a remote driver for monitoring the situations.
5.2
Information sharing for high/full automated driving

This use case, specified in clause 5.11 of TR 22.886 [3], is interpreted as an automated driving at the level of e.g. SAE Level 4 and Level 5 automation [13]. Each vehicle shares its high resolution perception data (e.g., camera, LIDAR, occupancy grid) and/or detailed planned trajectory with other vehicles, directly or via the network.
An RSU may capture high resolution perception data around a corner or an obstacle, or an intersection. Each RSU shares its high resolution perception data with vehicles A, B, and C, via point-to-point transmission or multicast/broadcast.
5.3
Video data sharing for assisted and improved automated driving (VaD)
The visual range of the driver is in some road traffic situations obstructed, for instance by trucks driving in front [14], [15]. In this use case specified in clause 5.16 of TR 22.886 [3], video data sent from one vehicle to the other can support drivers in these safety-critical situations. Video data may also be collected and sent through a capable UE-type RSU.
5.4
Teleoperated support (TeSo)
Teleoperated Support (TeSo), specified in clause 5.21 of TR 22.886 [3], enables a single human operator to remotely control autonomous vehicles for a short period of time. TeSo enables efficient road construction (control of multiple autonomous vehicles from a single human operator), e.g., snow plowing.

5.5
Video composition
In this use case, specified in clause 5.25 of TR 22.886 [3], UEs have a camera and they take a video of the environment, and send this video to a server. The server can be in the cloud or in the near the UE point of attachment (i.e., mobile edge compute (MEC)). The server/MEC will then post-process the videos received and combine the information in order to create a single video of the environment.
The videos may also be supplied by RSUs when there are UEs not sufficient for the composition. The UEs location and direction information, allows the server to accurately represent the location, relative speed and distance of vehicles, pedestrians, and any objects in that area.
6
System architecture
6.1
General
Many use cases of V2X including uplink and downlink transmission of media can be realized with the LTE-Uu interface and existing media services including MTSI, MBMS, or FLUS, without any architectural changes.
There are two modes of operation for V2X communication, i.e., over the PC5 and LTE-Uu interfaces. LTE-Uu provides the conventional point-to-point or point-to-many transport services at high bit-rate or QoS. PC5, compared to the Uu interface, is limited in reachable range but is generally better at localization of the communications, has shorter delays, and is less impacted by coverage issues.
6.2
System
Figure 6.2-1 shows a high level view of the non-roaming architecture for V2X system based on the PC5 and LTE-Uu interfaces. Functionalities of the network entities and reference points in this architecture can be found in [7].
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Figure 6.2-1: Non-roaming reference architecture for PC5 and LTE-Uu based V2X communication

NOTE 1:
RSU is not an architectural entity but an implementation option that may be achieved by collocating a V2X application logic/server with some entities of the 3GPP system.

NOTE 2:
V2X application servers in different domains can communicate with each other for the exchange of V2X messages but the interface between V2X application servers and methods of the message exchange is out of the scope of this document.
Figure 6.2-2 shows a high level view of the reference architecture with MBMS for LTE-Uu based V2X communication. The xMB reference point provides functionality overall for any content and supports security framework between content provider and BM-SC. The content in this context can be the information on traffic or road situation. A similar reference architecture using MB2 reference point can be found in [7].
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Figure 6.2-2: Reference architecture for MBMS for LTE-Uu based V2X communication via xMB
6.3
Terminal

Figure 6.3-1 [7] shows three types of services, V2V, V2P, and V2I, a V2X system may provide. Depending on the use cases, a terminal in V2X may be a vehicle with Universal Integrated Circuit Card (UICC) embedded and capable of directly communicating with the network, a vehicle connected to the network via a smartphone, or a typical smartphone a pedestrian is carrying, which can transmit or receive V2X-related media or data.
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Figure 6.3-1: Types of V2X (V2V, V2P, and V2I)
6.4
Procedures

This clause outlines the strategies to realize V2X use cases with codecs and protocols.
6.4.1
Support for remote driving
In this basic use case, media streams including the audio-visual information of scenes in several directions around the vehicle are transmitted in the uplink. It would be essential to maintain the QoS during the operation, e.g., by using MTSI or FLUS that supports IMS. Each stream may be assigned a bit-rate or a resolution that depends on its relative importance in the remote control of vehicle, which may also depend on the roadside situation.

For example, streams corresponding to the side or backward directions may be considered more important than the stream for the front when moving a car stopped in the first lane to the roadside. The inside-vehicles video may cover a wide angle or be made up of by stitching images captured by multiple cameras, as they are not used for controlling purposes. In contrast, the outside-vehicle videos would have to be captured as conventional images, to avoid the distortion that may compromise the accuracy of remote driving.

6.4.1.1
Description
TS 22.186 [5] contains a use-case around Remote Driving (Clause 5.4 in TR 22.886 [3]). The use-case is subdivided into several sub cases. TR 22.886 lists a human as remote driver or a “cloud” as possible remote driver. In case of a “Cloud” based driver, a remote driving application server is deployed using cloud computing technologies.

Here, we focus on the case of a human as a remote driver. Figure 1 depicts an illustration of the setup. The Remote Driving (RD) application on the UE side collects information from various sensors and also connects to the engine, steering and braking system for command execution (automation system actuators). Note, this is an example list of potential sensors and actuators.
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Figure 6.4-1: Application flows in Remote Driving (RD) concept
On the remote driver side, a Remote Driving (RD) application dispatches the incoming information to appropriate rendering devices, such as display or sound system. The RD is also converting the controller device actions into a protocol, which provides the manoeuvre instructions to the vehicle.

It is assumed that the vehicle has no additional local advanced driver assistance systems (ADAS), so the vehicle is a Level of Automation (LoA) 0 type of vehicle. Accordingly, there is a high dependency on the network performance.
It can be observed, that the architecture setup for sending video, audio and sensor data to the remote driver is very similar to the Uplink Streaming architecture (FLUS) in TS 26.238 [17] and TR 26.939 [18].
6.4.1.2
Potential requirements
The system may support high quality at low latency video in uplink direction. The re-use of the Framework for Live Uplink Video (FLUS) [17] can be considered.

The system may support decent quality at low latency audio in uplink direction. The re-use of the Framework for Live Uplink Video (FLUS) [17] can be considered.

The system may support undefined quality at low latency sensor data in uplink direction, such as speed, acceleration, etc. Carrying appropriate sensor data formats can be studied e.g. for FLUS.

The system may use 3GPP defined QoS Framework e.g. as discussed in TR 26.939 [18].

The system may be rate adaptive so that e.g. the video quality can adjust to changing network conditions.

The system may be latency adaptive so that e.g. the video compression can be adapted to the latency requirement, for achieving a suitable coding latency vs. compression efficiency trade-off, depending on the current latency requirement.

The system may support low latency, low bitrate command distribution scheme to send vehicle control commands from the Remote driver to the vehicle.
6.4.2
Information sharing for high/full automated driving
This use case includes both the uplink and downlink, and may also include the sidelink in the sharing of information. Conventional media information from cameras can be compressed with typical video codecs, and other types of sensor information such as lidar output or detailed planned trajectory often has the form of multidimensional arrays that include a large amount of redundant information, which can easily be compacted with data compression techniques and controlled depending on the status of network and vehicles. However, fall of accuracy below acceptable levels and their impact on the safety needs to be avoided.
6.4.3
Video data sharing for assisted and improved automated driving (VaD)
This use case, often called the see-thorough [15], assumes the use of sidelink (PC5) interface whose capability for handling real-time video is under discussion.

NOTE 1:
LTE PC5 cannot support 700 Mbps, which is required as [R.5.4-008] in [5] assuming a stream of raw video in RGB format with a resolution of 1280x720 at a frame rate of 30 Hz, in Rel-15.
6.4.4
Teleoperated support (TeSo)
This use case may be realized as similarly as the remote driving use case.

6.4.5
Video composition
The uplink part of this use case may be realized as a form of network-based stitching, which can be enabled by FLUS, and the downlink part may be realized via point-to-point transmission or multicast/broadcast.
NOTE 2:
For a proper composition, video streams in the uplink need to be aligned in both the temporal and spatial domains, and also captured in steady positions.
6.4.6
Data Collection from in-vehicular sensors for HD Map updates
6.4.6.1
Description
TS 22.186 contains a use-case around 3D video composition for V2X scenario (TR 22.886, Clause 5.25). In other consortias (such as AECC [19], Section 3.2 and Table 1), this type of mechanisms is often named “High Definition Maps” (HD Map). The HD Map contains much more detailed information compared to a regular map. Regular maps are used by today’s navigation systems. HD Maps are used by new assistance and/or automated driving systems. The HD Map can contain sensor reading interpretations e.g. specific landmark descriptions to increase the positioning precision and is also used for obstacle detection (i.e. objects, which are not supposed to be on the road). Note, there are various different names for HD map like information and there is no standard defining the format.

In order to keep HD Maps up to date, information from the vehicle mounted sensors (such as video camera, scans from LIDAR) can be upstreamed or uploaded. Further, the video or LIDAR images from vehicles may be leveraged for other purposes than HD Map updates, for instance for road condition supervision and maintenance scheduling.
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Figure 1: Uplink video from vehicle-mounted cameras (and other sensors)
The above depicted scenario sketch depicts the setup considering the usage of the Framework for Live Uplink Video (FLUS) [17], [18]. A Vehicular mounted front-looking camera is capturing a video. The Vehicle includes a FLUS Source function and upstreams the video to the cloud deployed FLUS Sink function. The FLUS Sink forwards the stream to the post-processing function, which is then extracting relevant information for the HD Map.
6.4.6.2
Potential requirements
The system may support high quality at configurable latency video in uplink direction. The re-use of the Framework for Live Uplink Video (FLUS) [17] should be considered.

The system may support undefined quality at configurable latency sensor data in uplink direction, such as speed, acceleration, etc. Carrying appropriate sensor data formats should be studied e.g. for FLUS.

The system may use 3GPP defined QoS Framework e.g. as discussed in TR 26.939 [18].

The system may be rate adaptive so that e.g. the video quality can adjust to changing network conditions.
7
Protocols
7.1
General
V2X use cases require a diversity of media compression and transmission schemes that cannot be served by a single architecture of codecs and protocols. Depending on the nature of information or data to be handled, many existing protocols may be re-used or extended to meet the technical needs of these vehicular applications.

7.2
Uplink

As shown in figure 4.3 of [20], media codecs on top of protocol stacks, as in MTSI or FLUS, may be used to transport compressed media and sensor data to RSU or eNodeB with QoS established and maintained via IMS. Some use cases require smaller latencies than previously available, e.g., those supported by QCI 1 or 2. Depending on the use cases, other transport protocols may be used for higher performance.

7.3
Downlink
In the downlink requiring point-to-point transmission from RSU or eNodeB to vehicles, protocol architecture shown in figure 4.3 of [20] may be used. When there is a need for the vehicles to share the same information, MBMS protocol architecture shown in figure 9 of [21] can be considered if this can meet the end-to-end latency requirements of the service. Since the media information is likely to be consumed in a different fashion from conventional applications, some protocols may not have to be present, e.g., like those for content protection, when the traffic information needs to be shared by all vehicles in the cell.

7.4
Direct link
Editor’s note: use of PC5 link for video is not in the scope of this study item.
8
Media consideration
8.1
General
In some V2X use cases such as the information sharing for high/full automated driving, decoded media is not used for human perception but for the understanding of machines [13]. In these situations, conventional approaches for evaluating the handling of media, e.g., for communications, entertainment, or surveillance, may not be relevant.
8.2
Video
9
Sensor sharing of object information
An alternative to sharing video feeds from vehicular sensors is to use processing at or near the sensor to classify and identify objects of interest and then transmit the object information.
9.1
On-going work
Other standard organizations have been working on sensor-based classification and identification of objects.
9.1.1
ETSI-ITS
Due to the high data rate and transmission frequency requirements of sending raw sensor data, ETSI-ITS has been working on object-based solutions.  It has developed a Common Data Dictionary (CDD) in TS 102 894 and a specification TS 103 324 “Collective Perception (CP) Service” which specifies how an ITS station can inform other ITS stations about the position, dynamics and attributes of detected neighboring road users and other objects. The CP service shares information with other ITS stations through the transmission of Collective Perception Messages (CPMs) and Environmental Perception Messages (EPMs) as illustrated in Figure 9.1-1.
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Figure 9.1-1: Collective perception
ETSI-ITS also developed a list of recommended requirements for the Collective Perception Service in TR 103 562. This identifies relevant issues for object-based sensor sharing such as:
-
Conditions that generate CPMs with object information
-
The frequency at which CPMs should be sent
-
CPM object quality assessment
-
CP message formats and data elements
9.1.2
5GAA
5GAA completed a work item in November 2017 to produce 5GAA SENSHA TR, A-170272 which investigates the following objectives:
-
Identify sensor data sharing requirements from envisioned automated driving applications, including architecture options, requirements and implications
-
Perform a gap analysis from ETSI ITS standards (at a minimum) regarding existing data objects

a.
Identify what new objects and extensions of the existing objects are needed
-
Perform the analysis of the existing interface messaging protocols to determine their suitability
-
Perform the analysis of the security and privacy aspects
9.1.3
SAE
SAE currently has two related WIPs: one on sensor sharing which is pending in the DSRC TC and the other on trajectory sharing which is pending in the C-V2X TC. It is suggested that 3GPP establish a liaison relationship with SAE so that we can coordinate the progress of the work across these TCs and 3GPP.
9.2
Example objects

Table 1 lists examples of the objects for which descriptions and parameters are being specified in the relevant standards bodies.

Table 9.1: Example objects
	Object
	Examples/Description

	1D Object
	Traffic lanes and road boundary

	2D Object
	Traffic sign, warning sign, guide signs, regulatory signs

	3D Object
	Pedestrian, cyclist, moped, motorcycle, passengerCar, bus, lightTruck, heavyTruck, trailer, specialVehicles, tram, roadSideUnit, traffic cones, “unknown point cloud”


9.3
Considerations
9.3.1
Liability
One of the concerns sometimes raised by automobile manufacturers about the object-based approach is the reliability of the information. There is a concern about liability in case there is a failure and the object information is generated and sent by a sensor on another vendor’s vehicle.

One solution to this concern is to set performance and conformance requirements on the object identifier algorithms.

Relying purely on sensor video transmissions doesn’t fully address the liability concerns as these sensors and their encoding algorithms (e.g., compressed video) would also need to meet some performance and conformance standards for them to be considered reliable.  Currently there are no video encoder performance or conformance standards.
9.3.2
Multi-mode media
Aside from the significant savings in transmission bandwidth requirements, the object-based approach allows incorporating non-video sensor information into the object identification (e.g., location using LiDAR) to provide richer and more completed information then a raw video feed.
9.3.3
Message Frequency
For the primary use cases, the frequency of message transmission has a predicted periodicity of about 100ms. However, to accommodate for event-driven messages, transmission intervals between 50-100ms are also being considered. More advanced use cases can further increase the data exchange rate, e.g.:
-
Planned trajectory
-
LIDAR 
-
Dynamic 3D local map sharing (e.g. 3D road model built based on LIDAR)
9.4
Conclusion
Object-based approaches can serve as alternative solutions for the FS_mV2X use cases. These approaches, which are being standardized in other SDOs, use lower bitrates than sending video media and may be useful in scenarios that have bitrate limitations. Still, there may be use cases where sending video media is preferred and can be used if the necessary throughput is supported.

It is important for SA4 to understand these use cases and investigate all potential solutions, including the setting of conformance/performance standards for sensors and their processing in 3GPP or other standards bodies. SA4 should also study which approaches are appropriate for the different use cases, including the possibility of combining the two approaches, i.e., sending video media with object data.

To support these studies and future collaboration with other SDOs in the relevant areas it is recommended that 3GPP establish an agreement to exchange information SAE. A liaison relationship is likely to be insufficient for this as SAE does not readily share its information with other SDOs. This may require 3GPP to establish a collaboration agreement with SAE to allow for a more open exchange of information.
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