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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

IMS Multimedia Telephony is a standardized IMS telephony service in 3GPP Release 7 that builds on the IMS capabilities already provided in 3GPP Releases 5 and 6. The objective of defining a service is to specify the minimum set of capabilities required in the IP Multimedia Subsystem to secure multi-vendor and multi‑operator inter-operability for Multimedia Telephony and related Supplementary Services.

While the user experience of multimedia telephony is expected to have some similarity to existing telephony services, the richer capabilities of IMS is exploited. In particular, multiple media components can be used and dynamically added or dropped during a call.

1
Scope

The present document specifies a client for the Multimedia Telephony Service over IMS (MTSI) supporting conversational speech, video and text with the scope to deliver a user experience comparable to that of CS conversational services using the same resources. It defines media handling, e.g., signalling, transport, buffer handling, packet-loss handling, adaptation, etc., and interactivity, e.g., adding or dropping media during a call. The focus is to ensure a reliable and interoperable service with a predictable media quality, while allowing for flexibility in the service offerings.
The scope includes maintaining backward compatibility in order to ensure seamless inter-working with existing services available in the CS domain, such as CS speech telephony and 3G-324M video telephony, as well as with terminals of earlier 3GPP releases. In addition, inter-working with traditional POTS and emerging TISPAN network is covered.
The specification is written in a forward-compatible way in order to allow additions of media components and functionality in releases after Release 7. 
NOTE 1:
MTSI clients can support more than conversational speech, video and text, which is the scope of the present document. See TS 22.173 for the definition of the IMS Multimedia Telephony service. 

NOTE 2:
TS 26.235 and TS 26.236 do not include the specification of an MTSI client, although they include conversational multimedia applications. Only those parts of TS 26.235 and TS 26.236 that are specifically referenced by the present document apply to IMS Multimedia Telephony.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TR 22.973: "IMS Multimedia Telephony Communication Enabler and supplementary services".

[3]
3GPP TS 26.235: "Packet switched conversational multimedia applications; Default codecs".

[4]
3GPP TS 26.236: "Packet switched conversational multimedia applications; Transport protocols".

[5]
3GPP TR 26.935: "Packet Switched (PS) conversational multimedia applications; Performance characterization of default codecs".

[6]
3GPP TS 26.141: "IP Multimedia System (IMS) Messaging and Presence; Media formats and codecs".

[7]
3GPP TS 43.318: "Generic access to the A/Gb interface; Stage 2".
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3GPP TR 45.912: "Feasibility study for evolved GSM/EDGE Radio Access Network (GERAN)".
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IETF RFC 3550 (2003): "RTP: A Transport Protocol for Real-Time Applications", H. Schulzrinne, S. Casner, R. Frederick and V. Jacobson.

[10]
IETF RFC 3551 (2003): "RTP Profile for Audio and Video Conferences with Minimal Control", H. Schulzrinne and S. Casner.

[11]
IETF RFC 2327 (1998): "SDP: Session Description Protocol", M. Handley M. and V. Jacobson.

[12]
3GPP TS 26.071: "Mandatory Speech Codec speech processing functions ;AMR Speech CODEC; General description".

[13]
3GPP TS 26.090: "Mandatory Speech Codec speech processing functions ;Adaptive M-ulti Rate (AMR) speech codec; Transcoding functions".

[14]
3GPP TS 26.073: "ANSI C code for the Adaptive Multi Rate (AMR) speech codec".

[15]
3GPP TS 26.104: "ANSI‑C code for the floating-point Adaptive Multi Rate (AMR) speech codec".

[16]
3GPP TS 26.171: "Adaptive Multi-Rate - Wideband (AMR-WB) speech codec; General description".

[17]
3GPP TS 26.190: "Speech codec speech processing functions; Adaptive Multi-Rate - Wideband (AMR-WB) speech codec; Transcoding functions".

[18]
3GPP TS 26.173: "ANCI-C code for the Adaptive Multi Rate - Wideband (AMR-WB) speech codec".

[19]
3GPP TS 26.204: "Speech codec speech processing functions; Adaptive Multi-Rate - Wideband (AMR-WB) speech codec; ANSI-C code".
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IETF RFC 3267 (2002): "Real-Time Transport Protocol (RTP) Payload Format and File Storage Format for the Adaptive Multi-Rate (AMR) Adaptive Multi-Rate Wideband (AMR-WB) Audio Codecs", J. Sjoberg, M. Westerlund, A. Lakaniemi and Q. Xie.

[21]
ITU-T Recommendation H.263 (01/05): "Video coding for low bit rate communication".
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ISO/IEC 14496-2:2004: "Information technology – Coding of audio-visual objects – Part 2: Visual".
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ITU-T Recommendation H.264 (03/05): "Advanced video coding for generic audiovisual services" | ISO/IEC 14496-10:2005: "Information technology - Coding of audio-visual objects - Part 10: Advanced Video Coding".

[25]
IETF RFC 3984 (2005): "RTP Payload Format for H.264 Video", S. Wenger, M.M. Hannuksela, T. Stockhammer, M. Westerlund and D. Singer.
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3GPP TS 26.103: "Speech codec list for GSM and UMTS".
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3GPP TS 26.234: "Transparent end-to-end Packet-switched Streaming Service (PSS); Protocols and codecs".
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3GPP TR 26.914: "Multimedia telephony over IMS; Optimization opportunities".
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3GPP TS 24.229: "IP multimedia call control protocol based on Session Initiation Protocol (SIP) and Session Description Protocol (SDP)".
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3GPP TS 26.093: "Mandatory speech codec speech processing functions; Adaptive Multi-Rate (AMR) speech codec; Source controlled rate operation".
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[34]
ITU-T Recommendation T.140 (02/98): "Protocol for multimedia application text conversation".
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Editor’s note: Reference list needs to be edited and completed.
Editor’s note: Some references, such as RFC 2429, RFC 3267 and RFC 3555, are currently being updated and will be replaced by new references.
3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

example: text used to clarify abstract rules by applying them literally.

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

ARQ
Automatic repeat ReQuest

AS
Application Server

AVC
Advanced Video Coding

CSCF
Call Session Control Function

GAN
Generic Access Network

H-ARQ
Hybrid - ARQ

HSDPA
High Speed Downlink Packet Access

IMS
IP Multimedia Subsystem

IP
Internet Protocol

IPv4
Internet Protocol version 4

IPv6
Internet Protocol version 6

ITU-T
International Telecommunications Union - Telecommunications

MM
MultiMedia

MMS
Multimedia Messaging Service

MTSI
Multimedia Telephony Service over IMS
QoS
Quality of Service

RTP
Real-time Transport Protocol

SDP
Session Description Protocol

SIP
Session Initiation Protocol

TBF
Temporary Block Flow

ToIP
Telephony over IP

TTI
Transmission Time Interval

URL
Universal Resource Locator

VoIP
Voice over IP
Editor’s note: This list needs to be edited and completed. Check the MTSI acronym.
4
System description
4.1
System
An IMS Multimedia Telephony call uses the Call Session Control Function (CSCF) mechanisms to route control‑plane signalling between the UEs involved in the call (see Figure 1). In the control plane, Application Servers (AS) should be present and may provide supplementary services such as call hold/resume, call forwarding and multi‑party calls, etc.

The scope of the present document is to specify the media path.  In the example in Figure 1, it is routed directly between the GGSNs outside the IMS. In case of transcoding, multi-party calls or teleconferencing, the media path may pass through a Media Resource Function (MRF) that could handle mixing and transcoding of media streams.
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Figure 1: High-level architecture figure showing the nodes involved in an MTSI call set-up.
4.2
Client

The functional components of an IMS Multimedia Telephony client are shown in Figure 2. 
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Figure 2: Functional components of an MTSI client.
The grey box marks the scope of the present document.
Editor’s note: Figure 2 may need updates to capture the scope of the TS.
The scope of the present document is to specify media handling and interaction, which includes media control, media codecs, as well as transport of media and control data. General control-related elements of an MTSI client, such as SIP signaling, fall outside this scope, albeit parts of the session setup handling and session control are defined here:
-
Session setup refers to the usage of SDP in SIP invitations for capability negotiation and media stream setup. 
-
Session control deals with the set-up and control of the individual media streams between clients. It also includes interactivity, such as adding and dropping of media components.

Transport of media consists of the encapsulation of the coded media in a transport protocol as well as handling of coded media received from the network. This is shown in Figure 2 as the “packet based network interface” and is displayed in more detail in the user-plane protocol stack in Figure 3. The basic MTSI client defined here specifies media codecs for speech, video and text (see clause 5). All media components are transported over RTP with each respective payload format mapped onto the RTP (RFC 3550 [9]) flow according to RFC 3551 [10].

 
[image: image5.emf]Conversational Multimedia Application

Speech Video Text

Payload formats

RTP

RTCP

UDP

IP


Figure 3: User plane protocol stack for a basic MTSI capable terminal.
5
Media types and formats
5.1
Media components

IMS Multimedia Telephony supports simultaneous transfer of multiple media components with real-time characteristics. Media components denote the actual components that the end-user experiences. 

The following media components are considered as core components. At least one of these components is present in all multimedia telephony sessions.

· Speech: The sound that is picked up by a microphone and transferred from terminal A to terminal B and played out in a loudspeaker. 

· Video: The moving image that is captured by a camera of terminal A and rendered on the display of terminal B. Video can be full or half duplex.

· Text: The characters typed on a keyboard or drawn on a screen on terminal A and rendered in real time on the display of terminal B.

The above core media components are transported in real time from one terminal to the other using RTP (RFC 3550 [9]). All media components can be added or dropped during an ongoing session as required either by the end-user or by controlling nodes in the network, assuming that when adding components, the capabilities of the UE support the additional component.

NOTE:
The terms voice and speech are synonyms. The present document uses the term speech.
5.2
Codecs

5.2.1
Speech
5.2.1.1
Terminals

MTSI terminals offering speech communication shall support

· AMR speech codec [12][13][14][15] including all 8 modes and source controlled rate operation ‎[31]. The terminal shall be capable of operating with any subset of these 8 codec modes.
The codec mode set Config-NB-Code=1 [26] {AMR-NB12.2, AMR-NB7.4, AMR-NB5.9 and AMR-NB4.75} should be used unless the session-setup negotiation determines that other codec modes shall be used.
When transmitting, the terminal shall be able of changing codec mode at every frame, and shall also be able to restrict codec mode changes to every other frame, e.g. like UMTS_AMR_2 [26]. It shall also be able to restrict codec mode changes to neighbouring modes. When receiving, the terminal shall allow codec mode changes at any frame to any mode within the codec mode subset.

MTSI terminals offering wideband speech communication at 16 kHz sampling frequency shall support
· AMR wideband codec ‎[16]‎[17]‎[18]‎[19] including all 9 modes and source controlled rate operation ‎[32]. The terminal shall be capable of operating with any subset of these 9 codec modes.
The codec mode set Config-WB-Code=0 [26] {AMR-WB12.65, AMR-WB8.85 and AMR-WB6.60}should be used unless the session-setup negotiation determines that other codec modes shall be used.
When transmitting, the terminal shall be able of changing codec mode at every frame, and shall also be able to restrict codec mode changes to every other frame, e.g. like UMTS_AMR_WB‎ [26]. It shall also be able to restrict codec mode changes to neighbouring modes. When receiving, the terminal shall allow codec mode changes at any frame to any mode within the codec mode subset.
Editor’s note:
Explicit SDP offer/answer examples will be given for the 2 mode sets in Clause 6.3.2 to promote their use. 
5.2.1.2
Media gateways
Editor’s note:
Further contributions on speech codecs and handling are expected.
5.2.2

Video
MTSI terminals offering video communication shall support 

· ITU-T Recommendation H.263 [21] Profile 0 Level 45. 

In addition they should support

· ITU-T Recommendation H.263 [21] Profile 3 Level 45,

· MPEG-4 Visual Simple Profile Level 0b (ISO/IEC 14496-2 [23]), and 

· H.264 (AVC) Baseline Profile Level 1b (ITU-T Recommendation H.264 [24]) without requirements on output timing conformance (Annex C of ITU-T Recommendation H.264 [24]). Each sequence parameter set of H.264 (AVC) shall contain the vui_parameters syntax structure including the num_reorder_frames syntax element set equal to 0.

The H.264 (AVC) decoder in a multimedia terminal shall start decoding immediately when it receives data (even if the stream does not start with an IDR access unit) or alternatively no later than it receives the next IDR access unit or the next recovery point SEI message, whichever is earlier in decoding order. The decoding process for a stream not starting with an IDR access unit shall be the same as for a valid H.264 (AVC) bit stream. However, the client shall be aware that such a stream may contain references to pictures not available in the decoded picture buffer. The display behaviour of the client is out of scope of the present document.

NOTE 1:
If a codec is supported at a certain level, then all (hierarchically) lower levels shall be supported as well. Examples of lower levels include Level 10 for H.263 Profile 0 and 3, Level 0 for MPEG-4 Visual Simple Profile and Level 1 for H.264 (AVC) Baseline Profile. However, as for instance Level 20 is not hierarchically lower than Level 45 of H.263 Profile 0 and 3, support for Level 45 does not imply support for Level 20.
NOTE 2:
All levels are minimum requirements. Higher levels may be supported and used for negotiation.
NOTE 3:
Terminals may use full-frame freeze and full-frame freeze release SEI messages of H.264 (AVC) to control the display process.

NOTE 4:
An H.264 (AVC) encoder should code redundant slices only if it knows that the far-end decoder makes use of this feature (which is signalled with the redundant-pic-cap MIME/SDP parameter as specified in RFC 3984 [25]). H.264 (AVC) encoders should also pay attention to the potential implications on end‑to‑end delay.
Editor’s note:
Further contributions on video codecs and handling are expected.
5.2.3
Real-time text
MTSI terminals offering real time text conversation shall support:
· ITU-T Recommendation T.140 [34[35].

Editor’s note:
Further contributions on real-time text are expected.
5.3
RTP payload formats
5.3.1
Speech
5.3.1.1
Payload format

When transmitting AMR or AMR-WB encoded media in RTP

· The media shall be mapped to RTP packets according to IETF RTP Profile for Audio and Video Conferences with Minimal Control in RFC 3551 [10].
· The AMR payload format shall be used ‎[20].
5.3.1.2
Terminals

MTSI terminals shall support both the bandwidth-efficient and the octet-aligned payload format.
An MTSI terminal may or may not be aware of the radio access bearer to be used. In case the MTSI terminal is not aware of its own radio access bearer, it shall offer (in SDP) the parameters defined for “unknown” radio access bearer technology in Table 5.1. In case the MTSI terminal is aware of its own radio access bearer, it shall offer (in SDP) the corresponding parameters in Table 5.1.

An MTSI terminal shall not encapsulate more than 4 new speech frames in each RTP packet.

NOTE:
The terminology “new speech frames” refers to speech frames that have not been transmitted in any preceding packet. In case of redundancy, an RTP packet may contain up to 4 new speech frames and up to 8 redundant speech frames. Redundant speech frames are speech frames that have been transmitted in a preceding packet.
Table 5.1: Encapsulation parameters (to be used as defined above).
	Radio access bearer technology
	Encapsulate
	ptime 
	maxptime

	Unknown
	1 speech frame per RTP packet
	20
	240

	HSPA
	1 speech frame per RTP packet
	20
	240

	EDGE
	2 speech frames per RTP packet
	40
	240

	GAN
	1-12 speech frames per RTP packet
	between 20 and 240
	240


Editor’s note:
All details on redundancy are subject to alignment with clause 8.2.
For all radio access bearer technologies, the bandwidth-efficient payload format should be used unless the session setup concludes that the octet-aligned payload format is the only payload format that all parties support. The SDP offer shall include an RTP payload type where octet-align=0 is defined or where octet-align is not specified and should include another RTP payload type with octet-align=1. MTSI terminals offering wide-band speech shall offer these parameters and parameter settings also for the RTP payload types used for wide-band speech. 
For all radio access bearer technologies, codec mode changes should be aligned to every other frame, i.e. mode-change-period=2 should be offered.

For examples of SDP offers and answers, see Annex A.5.3.1.3
Media gateways

5.3.2
Video

The following RTP payload formats shall be used:

· H.263 video codec RTP payload format according to RFC 2429 [36];
· MPEG-4 video codec RTP payload format according to RFC 3016 [37];
· H.264 (AVC) video codec RTP payload format according to RFC 3984 [25], where the interleaved packetization mode shall not be used. Receivers shall support both the single NAL unit packetization mode and the non-interleaved packetization mode of RFC 3984 [25], and transmitters may use either one of these packetization modes.
5.3.3 Real-time text

The following RTP payload format shall be used:
· T.140 text conversation RTP payload format according to RFC 4103 [38]. Redundant transmission provided by the RTP payload format is recommended in error prone channel.
5.4 MIME media types
The following MIME media types shall be used:

· H.263 video codec MIME media type as defined in clause 4.2.7 of RFC 3555 [39];

· MPEG-4 video codec MIME media type as defined in RFC 3016 [37];
· H.264 (AVC) video codec MIME media type as defined in RFC 3984 [25];

· T.140 text conversation MIME media type as defined in RFC 4103 [38].
Editor’s note:
The list is to be completed.
6
Signalling and transport
6.1
General

This clause specifies protocols used for media handling in an MTSI client. Most of the SIP signalling and issues regarding registration to the network and/or to IMS at power-on or at other occurrences are out of scope of this specification.

6.2
Protocols

Editor’s note:
Define which protocols that are used for signaling and transport, i.e. SIP & SDP, RTP (profiles), RTCP, …
6.3
Session setup procedures
6.3.1
General

General SIP signalling and session setup for IMS are defined in TS 24.229 [30]. This clause specifies SDP usage and media handling, including offer/answer considerations in the capability negotiation and handling of explicit usage scenarios.
6.3.2
SDP usage
The session setup shall for each media determine: UDP port number(s); codec(s); RTP Payload Type number(s), RTP Payload Format(s) and any additional session parameters.
6.3.2.1
Speech
For AMR or AMR-WB encoded media, the session setup shall determine: if all codec modes can be used or if the operation needs to be restricted to a subset; if the bandwidth-efficient payload format can be used or if the octet-aligned payload format must be used; if codec mode changes shall be restricted to only every 40 msec period or if codec mode changes can occur at any frame border; if codec mode changes must be restricted to only neighbouring modes or if codec mode changes can be performed to any mode within the mode set.

For received AMR or AMR-WB encoded media, the session setup shall determine: the number of speech frames that should be encapsulate in each RTP packet and the maximum number of speech frames that may be encapsulated in each RTP packet.

If the session setup determines that multiple configuration variants are possible in the session then the default operation should be used as far as the agreed parameters allow, see Clause 6.5.1.1.

An MTSI terminal offering a speech media session for narrow-band speech should offer the following SDP.

Editor’s note:
SDP examples are TBA, see separate contribution.

An MTSI terminal offering a speech media session for both wide-band and narrow-band speech should offer the following SDP.

A terminal offering wide-band speech shall also offer at least one RTP payload type for narrow-band speech.

Editor’s note:
SDP examples are TBA, see separate contribution.
6.3.2.2
Video

6.3.2.3
Text

6.4
Session control procedures
Editor’s note:
Considerations on how to add a component to an ongoing session or how to remove one.

6.5
Media flow

6.5.1
General

Editor’s note:
Considerations on how to use media in RTP, packetization guidelines, and other transport considerations.
6.5.2
Media specific
6.5.1.1
Speech
This clause describes how the voice media should be packed during a session. It includes definitions both for the cases where the access type is known and one default operation for the case when the access type is not known.

Editor’s note:
These definitions are useful when the session setup concludes that the set of supported configurations is larger than the preferred set.

6.5.1.1.1
Default operation
If AMR is used, the codec mode set Config-NB-Code=1 [26] {AMR-NB12.2, AMR-NB7.4, AMR-NB5.9 and AMR-NB4.75} should be used unless the session-setup negotiation determines that other codec modes shall be used.

If AMR-WB is used, the codec mode set Config-WB-Code=0 [26] {AMR-WB12.65, AMR-WB8.85 and AMR-WB6.60} should be used unless the session-setup negotiation determines that other codec modes shall be used.
In the transmitted media, codec mode changes should be performed only every 40 msec and should be performed to one of the neighbouring modes. In the received media, codec mode changes shall be accepted at any time and to any mode.

The in-band signalling in the AMR payload format should be used for requesting codec mode changes within the defined mode set

The AMR bandwidth-efficient payload format should be used unless the session setup determines that the octet-aligned payload format must be used.

The terminal should send one speech frame encapsulated in each RTP packet unless the session setup defines that another PS end-point wants to receive another encapsulation variant.

The terminal should request to receive one speech frame encapsulated in each RTP packet but shall accept any number of frames per RTP packet up to the maximum limit of 12 speech frames per RTP packet.

For application-layer redundancy, see clause 8.2.
6.5.1.1.2
HSPA

Use default operation.

NOTE:
The RLC PDU sizes have been optimized for the codec modes, payload formats and frame encapsulations defined in the default operation in subclause 6.5.1.1.1 [40].
6.5.1.1.3

EDGE

Use default operation, except that 
· the terminal should send two speech frames encapsulated in each RTP packet and should request receiving two speech frames encapsulated in each RTP packet unless the session setup defines that other PS end-point want to receive another encapsulation variant;

· the terminal should request receiving two speech frames encapsulated in each RTP packet.

Editor’s note:
The transport mechanisms for MTSI in EDGE are currently being discussed in GERAN. This recommendation may change.
6.5.1.1.4

GAN

Use default operation, except that
· the terminal should send between zero and four new speech frames encapsulated in each RTP packet;

· the terminal may use application layer redundancy, in which case the terminal may encapsulate up to 12 speech frames in each RTP packet, with a maximum of four new speech frames and maximum 8 redundant speech frames.
NOTE:
Since generic access may use any access type, for example the public internet or WLAN, application-layer redundancy is one option to handle severe operating conditions.
Editor’s note:
Regarding the NOTE above, see Editor’s note in clause 8.2.
6.5.1.2
Video

6.5.1.3
Text

6.5.5
Media synchronization
Editor’s note:
This subclause includes considerations for synchronization between media components.
7
Jitter buffer management in terminals
Editor’s note:
This clause specifies mechanisms to handle delay jitter.

7.1
General

7.2
Speech
7.2.1
Functional requirements for jitter-buffer management

The functional requirements for the speech jitter buffer management guarantees appropriate management of jitter which shall be the same for all speech jitter-buffer implementations used in IMS Multimedia Telephony clients. A jitter buffer implementation used in IMS Multimedia Telephony shall support the following requirements, but is not limited in functionality to these requirements. They are to be seen as a minimum set of functional requirements supported by every speech jitter buffer used in IMS Multimedia Telephony.
Editor’s note:
Terminology needs to be defined precisely, e.g., “jitter buffer management” includes the actual buffer as well as any actual control and adaptation mechanisms for the buffer.

Speech jitter buffer management used in IMS Multimedia Telephony shall
· support all the codecs as defined in subclause 5.2.1.1;
· support source-controlled rate operation as well as non-source-controlled rate operation;
· be able to receive the de-packetized frames out of order and present them in order for decoder consumption;

· be able to receive duplicate speech frames and only present unique speech frames for decoder consumption;

· be able to handle clock drift between the encoding and decoding end-points.

Editor’s note:
Similar criteria to “have a maximum buffer depth of at least [20 tbd] speech frames” should be included in the performance requirements. 

Editor’s note:
Functional requirements are on issues not to be included in performance requirements.
7.2.2
Minimum performance requirements for jitter-buffer management 
7.2.2.1
General

The minimum performance requirements are divided into two parts, objective requirements and subjective requirements. The objective requirements consist of criteria for delay, time scaling (tbc) and jitter-induced concealment operations (tbc), whereas the subjective requirements provide criteria for the overall speech quality including jitter-buffer adaptation artefacts. In order for a jitter-buffer implementation to pass the minimum performance requirements criteria both subjective and objective criteria must be met.

There are two design guidelines that any jitter-buffer implementation used in IMS Multimedia Telephony shall follow:
1. The overall design of the jitter buffer shall be to minimize the buffering time at all times while still conforming to the minimum performance requirements of jitter induced concealment operations;

2. If the limit of jitter buffer induced concealment operations cannot be met, it is always preferred to increase the buffering time in order to avoid growing jitter induced concealment operations  going beyond the stated limit above;
Editor’s note: Point 2 above applies even if that means that the end-to-end delay requirement given in TS 22.105 [41] is violated.

7.2.2.2
Objective performance requirements

The objective requirements consist of criteria for delay, time scaling (tbc) and jitter-induced concealment operations (tbc).

The objective minimum performance requirements are divided into three (tbc) parts:
1. Limiting the jitter buffering time to provide as low end-to-end delay as possible.
2. Limiting the jitter induced concealment operations, i.e. setting limits on the allowed induced losses in the jitter buffer due to late losses,re-bufferings, and buffer overflows (tbc).

3. [on timescaling] (tbc)
Editor’s note: A reference jitter management (JBM) algorithm is needed to base the objective requirements on. A comparison will be done with the JBM under test and the reference JMB
Jitter buffer delay criteria

The reference JBM algorithm will set the performance requirements for the set of channels.  The JBM algorithm under test shall meet these performance requirements. 
Jitter induced concealment operations (tbc)

The total induced concealment operations are defined as the jitter loss rate:

jitter_loss_rate=late_loss+re-bufferings+buffer overflow
where re-bufferings are expressed in units of 20 msec speech frames. The total allowed jitter-buffer-induced amount of concealment operations shall be less than TBD %.

Editor’s note:
Re-bufferings needs to be defined.

Time scaling criteria (tbc)
The objective time-scaling metrics should address at least the following aspects:
1. The amount of applied time scaling compared to the evolution of the transmission delay between the measurement points (excessive unnecessary scaling).
2. Excessive scaling back and forth (i.e. “pumping” due to unstable control unit behaviour) should be checked.

Thresholds on the above objective metrics should be set such that excessive, unnecessary scaling and excessive scaling back and forth are penalised.
Editor’s note:
It was agreed at SA4#39 in Dallas that:
-
the objective performance requirements may include requirements for delay, induced error
 
concealment actions, and time scaling;
-
objective performance characteristics shall be evaluated using separate metrics.
7.2.2.3
Subjective performance requirements

Editor’s note:
It was agreed at SA4#39 in Dallas that:
-
the subjective performance requirements shall address overall voice quality and that metrics for
 
subjective performance requirements shall be identified;
-
if the play-out time-line is modified during active speech periods, then subjective performance shall
 
be evaluated in a listening-only test;
-
it should be evaluated if a listening-only test is needed also when the play-out time-line is not
 
modified.
Editor’s note:
At MMTel#1 further discussion was postponed until we have a better understanding of the objective
 
performance assessments and requirements.
7.2.2.4
Delay and error profiles

Editor’s note:
It was agreed at SA4#39 in Dallas that for the objective and subjective performance requirements:
-
a set of delay and error profiles, e.g. conditions, shall be identified, for which the requirements shall
 
be evaluated.
Editor’s note:
At MMTel#1 some critical questions on Tdoc S4-AHM012 were raised:
-
Do the channels cover the jitter characteristics the MTSI clients will encounter?
-
Is the proposed approach with synthesised channels fine?
-
The starting position should be randomized.
-
RAN WGs must be consulted before finalizing the error and delay profiles.
7.3
Video
8
Packet-loss handling

Editor’s note:
This clause specifies mechanisms to handle packet loss.

8.1
General

8.2
Speech
This clause specifies a simple application layer redundancy scheme that is useful in order to handle operational conditions with severe packet loss rates. Simple application layer redundancy is generated by encapsulating one or more previously transmitted frames into the same RTP packet as the current previously not transmitted frame(s). An RTP packet may thus contain zero or more redundant frames and zero or more original speech frames.

Application layer redundancy should be avoided for most normal operating conditions. The main usage:

· When the media is transported over a best-effort type of network with no QoS guarantees, for example Generic Access.

· As a “safety net” when all other actions fail.

Editor’s note:
The use of application-layer redundancy is for further study. Some aspects need to be clarified:
- 
When it should be used (threshold).
-
How to signal the use from receiver to transmitter.
-
Impact on delay.
-
Impact on interoperability when using media gateway.
-
Subjective tests (listening only) on the performance with realistic bursty channels (e.g. HSPA EPs
 
provided by RAN1).
8.3
Video

9
Adaptation

Editor’s note:
This clause specifies adaptation mechanisms responding to variations in the transport channel. Some mechanisms are related to buffer handling (clause 7).
9.1
General

9.2
Speech
Editor’s note:
How to use the in-band channel for signalling codec mode changes is TBD.
9.3
Video

10
Front-end handling

10.1
General
IMS Multimedia Telephony terminals shall conform to the minimum performance requirements on the acoustic characteristics of 3G terminals specified in 3GPP TS 26.131 [33]. The codec modes and source control rate operation (DTX) settings shall be as specified in 3GPP TS 26.132 [42].
Editor’s note:
The following paragraph and Figure 10.1 may be moved to TS 26.131.

Furthermore, the test point (Point-of-Interconnect (POI)) specified in [33] shall be a reference IMS Multimedia Telephony terminal capable of receiving digital speech data at the send side and producing a digital output of the received signal (see Figure 10.1). During the testing, the radio conditions should be error free and the jitter and packet loss in the IP transport shall be kept to a minimum.
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Figure 10.1: Interface for testing acoustic properties of an MTSI client.

10.2
Speech

10.2.1
Noise suppression
10.2.2
Echo cancellation
10.2.3
Speech-level control
11
Inter-working

11.1
General

11.2
UTRAN/GERAN CS

Editor’s note:
Possible subclauses include the following:

11.2.1
Codec usage

11.2.2
Payload format

11.2.3
PSTFO (Media gateway transpacketization)

11.2.4
Session control

11.2.5
Service behaviour

11.3
UMA/GAN PS interworking

11.3.1
…

11.4
PSTN

11.4.1
…

11.5
TISPAN/NGN interworking

11.5.1
…

Annex A (informative):
Examples of SDP offers and answers for speech
Editor’s note: 
Further investigations are needed for 3-party call when one of the parties is camping in the CS network and joins an existing IMS multimedia telephony session.
A.1
SDP offers for sessions initiated by terminal

A.1.1
HSPA or unknown access technology
A.1.1.1
Only AMR-NB supported by MTSI terminal

In this example one RTP Payload Type (97) is defined for the bandwidth-efficient payload format and another RTP payload type (98) for the octet-aligned payload format. In this case, the terminal supports mode changes at any time, mode changes to any mode and mode change restrictions.
Table A.1: SDP example no 1

	SDP offer

	m=audio 49152 RTP/AVP 97 98

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=160

a=rtpmap:98 AMR/8000

a=fmtp:98 mode-change-capability=2; max-red=160; octet-align=1

a=ptime:20

a=maxptime:240


Comments:

The UDP port number (49152) and the payload type numbers (97 and 98) are examples and the offerer is free to select other numbers within the restrictions of the UDP and RTP specifications. It is recommended to use the dynamic port numbers in the 49152 to 65535 range. RTP should use even numbers for RTP media and the next higher odd number for RTCP. It is however allowed to use any number within the registered port range 1024 to 49151. The receiver must be capable of using any combination of even and odd numbers for RTP and RTCP.

It is important that the terminal does not define any mode-set because then the answerer is free to respond with any mode-set that it can support. If the terminal would define mode-set to any value, then the answer only has the option to either accept it or reject it. The latter case might require several ping-pong between the end-points before they can reach an agreement on what mode set to use in the session. This would increase the setup time significantly. This is also one important reason for why the terminals must support the complete codec mode set of the AMR and AMR-WB codecs, because then a media gateway interfacing GERAN or UTRAN can immediately define the mode-set that it supports on the GERAN or UTRAN circuit switched access.

Since the terminal is required to support mode changes at any frame border and also to any mode in the received media stream, it does not set the mode-change-period and mode-change-neighbor parameters.

The mode-change-capability and max-red parameter are new in the updated AMR payload format [ref TBD]. With mode-change-capability=2, the terminal shows that it does support aligning mode changes every other frame and the answerer then knows that requesting mode-change-period=2 in the SDP answer will work properly. The max-red parameters and indicates the maximum interval between an original frame and a redundant frame.

The payload type for the bandwidth-efficient payload format (97) is listed before the payload type for the octet-aligned payload format (98) because it is the preferred one.

With the combination of ptime:20 and maxptime:240, the terminal shows that it desires to receive one speech frame per packet but can handle up to 12 speech frames per packet. Given the requirement that no more than 4 original speech frames can be encapsulated in one packet, the maxptime:240 setting means that redundancy with up to 8 redundant speech frames per packet is supported.

A.1.1.2
AMR and AMR-WB are supported by MTSI terminal
A.1.1.2.1
One-phase approach
The size of the SDP may become quite big, depending on how many configurations the terminal supports for different media. Therefore, the session setup may be divided into phases where the most desirable configurations are offered in the first phase. If the first phase fails, then the remaining configurations can be offered in a second phase.

In Table A.2 an example is shown where a one-phase approach is used and where the SDP includes both AMR and AMR-WB and both the bandwidth-efficient and octet-aligned payload formats.

Table A.2: SDP example no 2, one-phase approach

	SDP offer

	m=audio 49152 RTP/AVP 97 98 99 100

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2

a=rtpmap:98 AMR-WB/16000/1

a=fmtp:98 mode-change-capability=2; octet-align=1

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-change-capability=2

a=rtpmap:100 AMR/8000/1

a=fmtp:100 mode-change-capability=2; octet-align=1

a=ptime:20

a=maxptime:240


Comments:

It is easy to imagine that the SDP offer can become quite large if the client supports many different configurations for one or several media.

A.1.1.2.2
Two-phase approach

Tables A.3 and A.4 show the same configurations as in Table A.2 but when the SPD has been divided into 2 phases.

Table A.3: SDP example no 3, 1st phase SDP offer

	SDP offer

	m=audio 49152 RTP/AVP 97 98

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2

a=ptime:20

a=maxptime:240


Table A.4: SDP example no 4, 2nd phase SDP offer
	SDP offer

	m=audio 49152 RTP/AVP 97 98

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2; octet-align=1

a=rtpmap:98 AMR/8000/1
a=fmtp:98 mode-change-capability=2; octet-align=1

a=ptime:20

a=maxptime:240


Comments:
Many types of media and maybe even many different configurations for some or all media types, may give quite large SIP messages. When constructing the offer, the access type and the radio bearer(s) for the answerer are not yet known. To maintain a reasonable setup time, a 2-phase approach may be useful where the most desirable configurations are included in the 1st phase and the 2nd phase is entered only if all payload types for one media type are rejected.

There is however a drawback with the two-phase approach. If the 2nd phase is not entered, then a cell change that would require configurations from the 2nd phase SDP is likely to give long interruption times, several seconds, while the session parameters are re-negotiated.

A.1.2
EDGE

In this example one RTP Payload Type (97) is defined for the bandwidth-efficient payload format and another RTP Payload Type (98) is defined for the octet-aligned payload format.
Table A.5: SDP example no 5
	SDP offer

	m=audio 49152 RTP/AVP 97 98

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2; octet-align=1

a=ptime:40

a=maxptime:240


Comments:

The only difference compared with the SDP offer for HSPA is ptime:40. This definition is used to optimize capacity by reducing the amount of overhead that lower layers introduce. Defining ptime:20 will also work, but will be less optimal. Thus, when performing a cell change from HSPA to EDGE, it is not an absolute necessity to update the session parameters immediately. It can be done after a while, which would also reduce the amount of SIP signaling if a UE is switching frequently between HSPA and EDGE or some other access type.

A.1.3
Generic Access

In this example one RTP Payload Type (97) is defined for the bandwidth-efficient payload format and another RTP Payload Type (98) is defined for the octet-aligned payload format.
Table A.6: SDP example no 6
	SDP offer

	m=audio 49152 RTP/AVP 97 98

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2; octet-align=1

a=ptime:80

a=maxptime:240


Comments:

In this case the terminal has detected that the load on the WLAN network is quite high and therefore ptime is set to 80. For other operating conditions, it could set ptime to 20, 40 or 60. This parameter may be updated during the session if the load of the WLAN network changes.
A.2
SDP offers for sessions initiated by media gateway
A.2.1
General

These examples show only SDP offers when the MTSI media gateway does not support the same configurations as for the MTSI terminal in clause A.1. A media gateway supporting the same configurations as for the examples in clause A.1 should create the same SDP offers.

A.2.2
MGw between GERAN UE and MTSI

This example shows the SDP offer when the call is initiated from GSM CS using the AMR with the {12.2, 7.4, 5.9 and 4.75} codec mode set. In this example, it is also assumed that only the bandwidth-efficient payload format is supported.
Table A.7: SDP example no 7
	SDP offer

	m=audio 49152 RTP/AVP 97

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-set=0,2,4,7; mode-change-period=2, \

  mode-change-neighbor=1; mode-change-capability=2

a=ptime:20

a=maxptime:80


Comments:

Since the MGw only supports a subset of the AMR codec modes, it needs to indicate this in the SDP. The same applies for the mode change restrictions.

The broken a=fmtp line (“\”) is in reality one single line in a real SDP.
A.2.3
MGw between legacy UTRAN UE and MTSI

This example shows the SDP offer when the call is initiated from legacy UTRAN CS mobile that only the AMR 12.2 mode. In this example, it is also assumed that only the bandwidth-efficient payload format is supported.
Table A.8: SDP example no 8
	SDP offer

	m=audio 49152 RTP/AVP 97

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-set=7; max-red=0

a=ptime:20

a=maxptime:20


Comments:

Since only one mode is supported, the mode-change-period, mode-change-neighbor and mode-change-capability parameters do not apply.

In this case it is advisable to not allow redundancy since the legacy UTRAN CS mobile does not support any lower rate codec modes and then redundancy would almost double the bit rate on the PS access side. Therefore, maxptime is set to 20 and max-red is set to 0.

If max-red and maxptime are set larger values, then redundancy is possible on the PS access side but not together with TFO.
A.2.4
MGw between CS UE and MTSI

This example shows the SDP offer when two mode sets are supported by the MGw.

Table A.9: SDP example no 9
	SDP offer

	m=audio 49152 RTP/AVP 97 98

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-set=0,2,4,7; mode-change-period=2, \

  mode-change-neighbor=1; mode-change-capability=2; max-red=20

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-set=0,3,5,6; mode-change-period=2, \

  mode-change-neighbor=1; mode-change-capability=2; max-red=20

a=ptime:20

a=maxptime:80


Comments:

Redundancy up to 100% is supported in this case since max-red is set to 20.

A.3
SDP answers

A.3.1
General

This clause gives a few examples of possible SDP answers. The likelihood of these SDP answers may vary from case to case. It is impossible to cover all the possible variants and hence these examples were selected because they span the range quite well.

The SDP offers are included to clarify what is being answered.
A.3.2
SDP answer from an MTSI UE

These SDP offers and answers are likely when both UEs support AMR and AMR-WB and also both the bandwidth-efficient and the octet-aligned payload formats.
Table A.10: SDP example no 10

	SDP offer

	m=audio 49152 RTP/AVP 97 98 99 100

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2

a=rtpmap:98 AMR-WB/16000/1

a=fmtp:98 mode-change-capability=2; octet-align=1

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-change-capability=2

a=rtpmap:100 AMR/8000/1

a=fmtp:100 mode-change-capability=2; octet-align=1

a=ptime:20

a=maxptime:240

	SDP answer

	m=audio 49152 RTP/AVP 97 98 99 100

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2

a=rtpmap:98 AMR-WB/16000/1

a=fmtp:98 mode-change-capability=2; octet-align=1

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-change-capability=2

a=rtpmap:100 AMR/8000/1

a=fmtp:100 mode-change-capability=2; octet-align=1

a=ptime:20

a=maxptime:240


Comments:

Since both UEs support the same configurations, it is likely that the answer is identical to the offer. The conclusion from this offer-answer process is that AMR-WB will be used during the session with RTP Payload Type 97.

Even though both UEs support all codec modes, it is desirable to mainly use the codec modes from the AMR {12.2, 7.4, 5.9 and 4.75} and AMR-WB {12.65, 8.85 and 6.60} mode sets because the transport layer functions are optimized for these modes.

For similar reasons it is also desirable to encapsulate only 1 speech frame per packet, even though both UEs support receiving several frames per packet.

A.3.3
SDP answer from an MTSI UE supporting only AMR

These SDP offers and answers are likely when the answering UE support only AMR.
Table A.11: SDP example no 11

	SDP offer

	m=audio 49152 RTP/AVP 97 98 99 100

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2

a=rtpmap:98 AMR-WB/16000/1

a=fmtp:98 mode-change-capability=2; octet-align=1

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-change-capability=2

a=rtpmap:100 AMR/8000/1

a=fmtp:100 mode-change-capability=2; octet-align=1

a=ptime:20

a=maxptime:240

	SDP answer

	m=audio 49152 RTP/AVP 99 100

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-change-capability=2

a=rtpmap:100 AMR/8000/1

a=fmtp:100 mode-change-capability=2; octet-align=1

a=ptime:20

a=maxptime:240


Comments:

In the answer, RTP Payload Types 97 and 98 have been removed since AMR-WB is not supported.

A.3.4
SDP answer from an MTSI UE camping on EDGE

In this case the answering UE is using EDGE access.
Table A.13: SDP example no 12

	SDP offer

	m=audio 49152 RTP/AVP 97 98 99 100

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2

a=rtpmap:98 AMR-WB/16000/1

a=fmtp:98 mode-change-capability=2; octet-align=1

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-change-capability=2

a=rtpmap:100 AMR/8000/1

a=fmtp:100 mode-change-capability=2; octet-align=1

a=ptime:20

a=maxptime:240

	SDP answer

	m=audio 49152 RTP/AVP 97 98 99 100

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2

a=rtpmap:98 AMR-WB/16000/1

a=fmtp:98 mode-change-capability=2; octet-align=1

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-change-capability=2

a=rtpmap:100 AMR/8000/1

a=fmtp:100 mode-change-capability=2; octet-align=1

a=ptime:40

a=maxptime:240


Comments:

The answering UE responds that it desires to receive 2 frames encapsulated in each packet. It will however send with 1 frame per packet since the offering UE desires to receive this format. A future SIP UPDATE may change this so that 2 frames per packet are used in both directions.

A.3.5
SDP answer from MGw supporting only one codec mode set for AMR and AMR-WB each

In this case the MGw supports only one codec mode set for AMR, {12.2, 7.4, 5.9 and 4.75}, and one codec mode set for AMR-WB, {12.65, 8.85 and 6.60}. The MGw also only supports the bandwidth-efficient payload format.

Table A.13: SDP example no 13
	SDP offer (from UE on HSPA)

	m=audio 49152 RTP/AVP 97 98 99 100

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2

a=rtpmap:98 AMR-WB/16000/1

a=fmtp:98 mode-change-capability=2; octet-align=1

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-change-capability=2

a=rtpmap:100 AMR/8000/1

a=fmtp:100 mode-change-capability=2; octet-align=1

a=ptime:20

a=maxptime:240

	SDP answer (from MGw)

	m=audio 49152 RTP/AVP 97 99

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-set=0,1,2; mode-change-period=2, mode-change-neighbor=1; \

  mode-change-capability=2

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-set=0,2,4,7; mode-change-period=2, mode-change-neighbor=1; \

  mode-change-capability=2

a=ptime:20

a=maxptime:80


Comments:

The MGw is allowed to define the mode-set parameter since the UE did not define it. Thereby, it is possible to avoid several SDP offers and answers.

Since the UE has defined that it does support restrictions in mode changes, the MGw can safely set the mode-change-period and mode-change-neighbor parameters.

A.3.6
SDP answer from UE on HSPA for session initiated from MGw interfacing UE on GERAN

This example shows the offers and answers for a session between a GERAN CS client, through a media gateway, and a MTSI client.

Table A.14: SDP example no 14
	SDP offer

	m=audio 49152 RTP/AVP 97

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-set=0,2,4,7; mode-change-period=2, \

  mode-change-neighbor=1; mode-change-capability=2

a=ptime:20

a=maxptime:20

	SDP answer

	m=audio 49152 RTP/AVP 97

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-set=0,2,4,7; mode-change-period=2, \

  mode-change-neighbor=1; mode-change-capability=2

a=ptime:20

a=maxptime:240


Comments:

The media gateway offers only a restricted mode set since it cannot support anything else. The MTSI client has to accept this, if it wants to continue with the session setup.

This example also shows that the media gateway want to receive 1 frame per packet while the MTSI client can support receiving up to 12 frames per packet.
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