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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The present document describes the architectural solution and functionalities required for the Presence Service.

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "3G Vocabulary".

[2]
3GPP TS 22.141: “Presence Service; Stage 1”.

[3]
CPIM Presence Information Data Format, Internet Draft in IMPP WG http://www.ietf.org/internet-drafts/draft-ietf-impp-cpim-pidf-01.txt, October 2001
3
Definitions and abbreviations

3.1
Definitions

3.2
Abbreviations

4
Reference Architecture 

Editors note: This chapter describes the reference architecture, the reference points and interfaces used for Presence Service, and the Presence Service functionality within.
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Figure 1: Reference architecture to support a presence service

4.1 Reference points

4.1.1 Reference point User Agent – Presence Server (Peu)

This interface shall allow a presentity’s presence information to be supplied to the Presence Server. [3] provides guidelines for such an interface. The transport on this interface shall not impose any limitations  on the size of the presence information.

Peu shall provide mechanisms for the User Agent to manage access rules.  

In order to provide all the functionalities required on this interface, a combination of multiple protocols may be used.
4.1.2 Reference point Network Agent – Presence Server (Pen)

This interface shall allow a presentity’s presence information to be supplied to the Presence Server. [3] provides guidelines for such an interface. The transport on this interface shall not impose any limitations to the size of the presence information.

Pen shall provide mechanisms for the Network Agent to manage access rules.  

In order to provide the all the functionalities required on this interface, a combination of multiple protocols may be used.

This interface shall allow the Presence Server to request and cancel the request for presence information and associated updates from the Network Agent.

4.1.3 Reference point Watcher applications – Presence Server (Pw)

This interface shall allow a Watcher application to request and obtain presence information. [3] provides guidelines for such an interface. 

The transport shall not impose any limitations to the size of the presence information.

In order to provide the all the functionalities required on this interface, a combination of multiple protocols may be used.

This interface shall support both presence subscription and fetching operations.
4.1.4 Reference point HSS/HLR – Network agent (Ph)

This interface shall allow the Network agent to query HSS/HLR about the state and status of a subscriber (associated with a presentity) from the Circuit Switched, GPRS and IMS perspective. This interface may also allow the enabling of receiving updates of presence information. 

4.1.5 Reference point S-CSCF – Network agent (Pi)

The S-CSCF may provide IMS-specific presence information (e.g. about ongoing IMS sessions). This interface shall use mechanisms defined for the ISC interface. 

4.1.6 Reference point Incoming Presence Proxy – HSS (Px)

This interface shall assist locating the Presence Server of the presentity.

4.1.7
Reference point Network Agent – GMLC (Pl)

This reference point shall be used to retrieve location information related to a subscriber (associated with the presentity). This reference point is based on the Le interface as defined in TS 23.071.  

4.1.8
Reference point Network Agent – SGSN (Pg)

This reference point shall allow the SGSN to report mobility management related events to the Network Agent (such as attach/detach/routing area update). This capability exists in Release 5 as a MAP interface, where the mechanisms for reporting mobility management events are already defined.
4.1.9
Reference point Network Agent – MSC/MSC Server (Pc)

This reference point shall allow the MSC/MSC Server to report the mobility management related events to the Network Agent (such as attach/detach/location area update). This capability already exists in Release 99, where the mechanisms for reporting mobility management events are already defined.
4.2 Support of OSA in the Presence Architecture

This section describes how an operator could use the OSA API to allow an external application to access the presence service features offered by the Home Network. The application would then be able to register as presentity and/or watcher, to supply presence information, to request presence information, to be notified of subsequent changes, to request watcher information, to manage access rules (c.f. TS 22.127). The interfaces between the Presence SCS (Service Capability Server) and the external applications are introduced in the diagram below as Pem (if the application is acting as a presentity) and Pwm (if the application is acting as a watcher). From the Presence Server point of view, the OSA Presence SCS would then act like a presentity or a watcher.
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Figure 2. Presence Architecture showing support of OSA

4.2.1 Reference point Pwm between OSA application watcher and the Presence SCS

This reference point shall allow the application to register as a watcher, to request a presentity’s presence information and to be notified of changes in the presence information. This shall be based on an Application Programming Interface (API) in line with the architectural principles of OSA 23.127 and shall fulfil the agreed requirements defined in 22.127.

4.2.2 Reference point Pem between OSA application Presentity and the Presence SCS

This reference point shall allow the application to register as a presentity, to publish presence information, to retrieve watcher information and to manage related parameters (e.g. access rules). Presence management may include the setting of user preferences, the update of access rules…etc. This shall be based on an Application Programming Interface (API) in line with the architectural principles of OSA 23.127 and shall fulfil the agreed requirements defined in 22.127.

5 Functional Description of Network Elements

Editors note: This chapter describes the Presence Service specific functionalities of existing network elements and possible new network elements.

5.1 Presence Server

The Presence Server resides in the presentity's home network.

The Presence Server shall manage presence information that is uploaded by the User / Network agents, and is responsible for combining the presence-related information for a certain presentity from the information it receives from multiple sources into a single presence document. 

The mechanisms of combining the presence related information will be defined based on presence attributes, and according to certain policy defined in the Presence Server. The Presence Server is not required to interpret all information, the information that the Presence Server is not able to interpret shall be handled in a transparent manner.
The Presence Server shall also allow users to fetch and subscribe for receiving presence information. 

The Presence Server shall support internetwork operability mechanisms to allow for an interoperable Presence Service across multiple operators' networks and domains (e.g. external Internet). Mechanisms for locating the Presence Server shall be developed, especially with respect to these internetwork operability aspects. 

In the IMS the Presence Server is seen as a SIP Application Server, and is located using SIP URLs, standard SIP and existing IMS mechanisms (SIP routing, HSS query, ISC filtering, etc…). 

The Presence Server shall support authorization and security mechanisms, at least the following levels of authorization are foreseen:

· Providing presence information to any Watcher application that requests it

· Provide presence information to only those Watcher applications in an “allowed” list

The Presence Server may also support authorization and security mechanisms that is based on asking permission from the User agent on a case-by-case basis.

The Presence Server may support rate-limiting or filtering of the presence notifications based on local policy in order to minimize network load.

The Presence Server could be extended to a generic State Agent, supporting subscriptions and notifications regarding other types of events than presence as well. An example for such event is the combined presence of a whole buddy list.

5.2 Outgoing and Incoming Presence Proxy

When a Watcher application intends to access some presence information of a presentity, it first needs to find the Presence Server containing this information. The Outgoing and Incoming Presence proxies provide tools for this process, such as address resolution, routing,  Presence Server identification, authentication and Service Level Agreements.  

The more exact functionalities of the Outgoing and Incoming Presence proxy depend on the relative location and trust relations of the Watcher application and the Presence Server. The following subsections give an overview of these more exact functionalities for some typical cases.

6 Presence attributes 

Editors note: This chapter describes the Presence Service attributes.

6.1 Presence Attributes

Presence attributes describe the presentity. As the type of the presentity can vary significantly the definition of generic attributes is practically impossible. In 3GPP, the only attributes that are defined describe the 3GPP subscriber type of presentity. Other attributes can be defined by the service providers and manufacturers as part of the other presence markup as specified in IETF (e.g. RFC 2778, RFC 2779). The values (and process of generating them) and value ranges for all attributes shall be kept relatively simple. It is necessary for the 3GPP subscriber to understand how the values are set/modified as it may have direct impact to whom the access to presence data is given (as defined by the admission rules).

6.1.1 3GPP Subscriber Presence Attributes and Values

3GPP subscriber is described with attributes: subscriber's status, network status, one or more communication address(es) (containing communication means and contact address), subscriber provided location, network provided location, priority, text. All these attributes shall be able to contain value NULL to enable polite blocking. 

The following Table1 lists the values for the numbers of attributes, which are currently defined by S1. It may be extended in the future dependent on user and operator ‘s requirements.  The values can be setup and modified by user or operator.

Table 1: Presence service attributes for 3GPP subscriber

	Attribute
	Values

	Subscriber's status
	Open,  (* the definition came from S1 which include all wireless devices*)

Closed,

Not Disclosed

	Network status
	CS domain {FFS}

PS domain {FFS} 

IMS domain (2 sets of attributes) {Registered, Not registered}

	Communication means
	Service type (telephony, SMS, email, multimedia messaging service (SIP), instant messaging service etc., NULL), 

	Contact address
	E.164, 

SIP URL, 

Email, 

MSISDN, 

Instant message address e.g. M:name@domain name 

	Subscriber provided location
	Free Format Text, NULL 

	Network provided location
	Last known CGI/SAI and/or geographic co-ordinates and age of location information, NULL 






	Priority
	Values (FFS), NULL 

	Text
	Free Format Text


6.2 Presence Information Model

Editors note: This information is currently also in the stage 1 specification and in some phase the information has to be deleted either from the stage 1 or stage 2 specification. 

A logical model of a presentity's presence information consists of an arbitrary number of elements, known as presence tuples, as depicted in figure 1. Such presentation enables presence to be independent service and not being dependent on other services. Each tuple consists of status marker, optional communication address (includes communication means and contact address) and optional other presence markup. Presence information for each presentity is identified by a unique identifier furthermore each tuple is uniquely identified.
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 Figure 3: Presence information
-
status

Table 1: Status

	Item
	Explanation

	status
	Indicates the current condition of the presentity represented by the presence tuple 


-
communication address (optional)

consists of a communication means and a contact address 

Table 2: Communication address

	Item
	Explanation

	communication means
	Information indicating a method whereby communication can take place

	contact address
	Information indicating a specific point of contact via some communication means


-
other presence markup (optional)

any additional presence information

7 Information flows

Figure 4 illustrates the message flow for user A requesting presence information for user B in a different network.
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Figure 4: Presence enquiry message flow

1. The A party sends a presence enquiry to Watcher Application A (WA-A). The A party identifies B by B’s address (e.g. MSISDN or URI). The enquiry can be of various types, e.g.:

a)
“tell me the current state of B”

b)
“tell me all state changes of user B for the next x hours”

c)
“tell me when B next changes state”

d)
“stop telling me about B”

2. Watcher Application A ‘authenticates’ A and checks their credit status (details of authentication and credit status are outside scope of this message flow)

3. Watcher Application A sends a “Presence enquiry for B” message to Outgoing Presence Proxy (OPP).

4. The Outgoing Presence Proxy derives B’s network name from B’s address (details of how this is derived is outside the scope of this message flow).

5. The Outgoing Presence Proxy sends a “Presence enquiry for B” message to B’s network’s Input Presence Proxy (IPP).

Note:
Authentication may be necessary between A and B party networks in line with techniques used in other instances of inter operator message flow; precise details are outside the scope of this message flow.

6. The Incoming Presence Proxy derives the address of B’s Presence Server

7. B’s network IPP sends “Presence enquiry for B” message to B’s Presence Server.

8. B’s Presence Server processes the presence enquiry request (e.g. check A is one of B’s buddy’s and B still wants A to watch him/her).

9. B’s Presence Server raises charge record for A against A’s network (precise details are for further study)

10. B’s Presence Server sends B’s status back to Watcher Application A in Originating PLMN (may be returned via IPP and OPP).

11. Watcher application returns B’s presence to use A.

NOTE 1: Steps 10 and 11 are repeated as necessary if B party has been requested to provide regular presence updates.

NOTE 2: In the event that the presence enquiry message is “stop telling me about B” steps 8-11 are just an acknowledgement for watcher application A.
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Change history
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