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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

This Technical Report contains the results of the Stage 2 study and evaluation of possible 3GPP technical system solutions for architectural enhancements needed to support Mission Critical Push To Talk over LTE (MCPTT) services based on the Stage 1 requirements, including TS 22.179 [2].  This Technical Report includes consideration of relevant 3GPP specifications (e.g., GCSE_LTE and ProSe).
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TS 22.179: "Mission Critical Push to Talk MCPTT".
[3]
3GPP TS 23.468: "Group Communication System Enablers for LTE (GCSE_LTE)".
[4]
3GPP TS 23.303: "Proximity-based Services (ProSe)".
[5]
3GPP TS 23.218: "Internet Multimedia (IM) Session Handling; IM Call Model".
[6]
3GPP TR 23.713: "Study on Extended Architecture Support for Proximity-based Services".
[7]
3GPP TS 33.203: "Access Security for IP-based Services".
[8]
IETF RFC 3261: "SIP: Session Initiation Protocol".
[9]
IETF RFC 4582: "The Binary Floor Control Protocol (BFCP)".
[10]
3GPP TS 24.525: "Business trunking; Architecture and functional description".
[11]
3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access".
3
Definitions and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. 
A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Direct Mode Operation: DMO is characterised by application layer UE clients communicating via only ProSe direct communication paths.

Direct Mode Operation via Relay: DMO-R is characterised by an application layer UE client interacting with a centralised application layer server communicating via a Prose UE-to-UE Relay using only ProSe direct communication paths.

Group Call: A mechanism by which an MCPTT user can make a one-to-many MCPTT transmission to other users that are members of MCPTT Group(s).
Network Mode Operation: NMO is characterised by an application layer UE client interacting with a centralised application server communicating via EPS bearers using E-UTRAN to provide the last hop radio bearers.

Network Mode Operation via Relay: NMO-R is characterised by an application layer UE client interacting with a centralised application server communicating via a ProSe UE-to-Network Relay using ProSe direct communication paths to provide the last hop radio bearer(s).

Private Call: Private Calls allow two MCPTT Users to communicate directly with each other without the use of MCPTT Groups.
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

DMO
Direct Mode Operation

DMO-R
Direct Mode Operation via Relay
MCPTT
Mission Critical Push To Talk over LTE
NMO
Network Mode Operation

NMO-R
Network Mode Operation via Relay
4
Assumptions and Architectural Requirements
4.1
Assumptions
Editor’s note:
This clause will define the underlying assumptions of the work.

4.2
Architectural Requirements
Editor’s note:
This clause will define the architectural requirements based on the normative Stage 1 requirements defined in TS 22.179 [2].
4.2.1
General Architectural Requirements

General MCPTT architectural requirements include:
a)
To develop economies of scale, it will be useful if network operators can reuse the MCPTT architecture for non-public safety customers that require similar functionality. These operators may want to integrate many components of the MCPTT solution with their existing network architecture.

Hence a functional decomposition of MCPTT into a small number of distinct logical functions is required.

b)
The architecture should enable an Application Signalling and Media Plane split for the provision of the MCPTT service.

c)
To enable parts of the MCPTT solution to be reused for other applications, the architecture should enable the Group Management functions (e.g. admission control; linking of groups; etc) to be implemented on a separate node from the main PTT functions (e.g. ‘call’ setup/termination; allocation of TMGI to UE; floor control; etc).

d)
There is a need to promptly form (and release) groups of users than span multiple Public Safety Network Administrations. To enable this, the architecture should provide the relevant Public Safety Network – Public Safety Network interfaces.

4.2.2
Roaming requirements

The MCPTT application can provide PTT service to users in various PLMN.

When a UE (being a MCPTT application subscriber in one PLMN) moves to a region served by a PLMN associated to the jurisdiction of another organisation offering MCPTT service in this PLMN and which has operational agreement with the MCPTT AS operator in home network, this UE can get MCPTT service from this (local PLMN) MCPTT application server. The UE is provided access to group communication resources of both MCPTT applications under the control of both MCPTT applications. 

Priorities are managed according to the policy of the local public safety authority.

Editor’s note:
The above sentence should be moved to a new clause dealing with priorities.
5
Candidate Solutions 
Editor’s note:
This clause is intended to document architecture solutions to meet the Stage 1 requirements as well as the Architecture Requirements in clause 4.2. 

5.1
Solution 1: Distributed Mesh Support for MCPTT DMO Group Calls
5.1.1
Functional Description

The solution described in this clause is illustrated in Figure 5.1.1-1.
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Figure 5.1.1-1: High-level architecture view for MCPTT DMO Group Calls
GC-dmo is the inter-UE application level interface connecting the MCPTT clients for DMO operation (MCPTT DMO clients).

Editor’s note:
It is FFS how to represent and support non-fully connected mesh networks. 

A MCPTT DMO client when supporting Group Calls has the following characteristics:

-
It runs on top of the ProSe One-to-Many communication service defined for PC5 in Rel-12.

-
It has functionality for fully decentralised floor control.

-
It may support functionality for location, presence, group management, and status reporting, as identified in the Stage 1 requirements.
5.1.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

5.1.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

5.1.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated. 
5.2
Solution 2: IMS based Architecture for User-Group-Based Applications

5.2.1
Functional Description
5.2.1.1
Overall Architecture
This solution focuses on the situation where the UE is in contact with the network. It is intended to be complementary to ProSe solutions that describe the out of coverage cases, and, the UE-to-network-relay cases.

Based on the architectural requirements in clause 4.2 and the existing 3GPP roaming architecture an IMS based architecture is shown in Figure 5.2.1-1, below. While Figure 5.2.1-1 only shows a MCPTT Application Server, it can be imagined that other application servers also utilise the services of the Group Management Function; the Media Resource Function; the IMS core; and the SGi connection to the UE.

For artistic simplicity the interfaces between the BMSC and VPLMN are not shown.
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Figure 5.2.1.1-1: IMS based Architecture for User-Group-Based applications

The above architecture is meant as an example architecture and many variants of it can also exist, for example:

-
The IMS may be operated by the Public Safety Administration in order to ensure that security related information is retained within their (secure) environment. Within such an IMS, the P-CSCF and S-CSCF might be implemented in a single entity.

-
The PDN GW might be in the Home Network, or, a "local breakout" PDN GW could be used in the VPLMN. Different mechanisms for discovering the address of the P-CSCF exist and hence when using a "local breakout" PDN GW, the P-CSCF could still be located back in a Public Safety Administration’s secure environment. However, the P-CSCF provides an Rx interface to the PCRF; the PCRF uses the Gx interface to request Dedicated Bearer resources from the PDN GW; and currently inter-operator S9 interfaces are not widely deployed.
-
The HSS might be in a "traditional HPLMN" that also provides a Radio Access Network, or, the HSS could be replaced by the Public Safety – User Data Function (PS-UDF) operated by the Public Safety Administration which functions as a type of "Mobile Virtual Network Operator" and provides the functions of the HSS required by the IMS and the Public Safety Application. In the latter case, new roaming agreements with "traditional VPLMNs" could be required. 

NOTE:
Figure 5.2.1-1 depicts an alternative scenario where EPC level security uses the "traditional HSS" and the Public Safety Administration uses a PS-UDF.

-
Both the MCPTT Application Server and Group Management Function are anticipated to have interfaces (with Sh type capabilities) to databases.

-
In addition to running its own applications, the "Public Safety Administration" may own/operate the IMS and/or the "HPLMN EPC" and/or the VPLMN/Radio Access Network.

-
(Amongst many other scenarios) the UE could be using a VPLMN in the geographic region of "Public Safety B"; or, the UE be using an arbitrary IP-CAN and be located anywhere in the world and merely need to communicate with a user associated with "Public Safety B".

-
In some implementations, the Media Resource Function could be further subdivided into "MRFP" and "MRFC". The Media Resource Function and MCPTT Application Server might be implemented in a single entity.
-
ISC interfaces from the S-CSCF may run to any application server, e.g. to the Group Management Function.

The following functionalities and capabilities are expected to be needed for MCPTT and are already provided by IMS:


-
Registration of the MCPTT UE in the IMS;


-
Authentication of the MCPTT user in the IMS;


-
Identity assertion and securing of trust domains;


-
SIP session control;


-
QoS support using the PCC framework;

-
Priority Services (for prioritisation of Public Safety signalling);

-
Overload Control;


-
Restoration of IMS core network nodes;

-
Access to data stored in the Public Safety User Data Function (PS-UDF).
Overview of reference points:
GC1:
the GC1 reference point that is identified in TS 23.468 [3] is formed by the combination of GC1-U, GMF-1, MCP-1, MCP-2 and MCP-4.

GMF-1:
Is the reference point between UE and Group Management Function. It handles the UE’s requests to join and leave groups

GMF-2:
Is a reference point that allows an arbitrary application server to communicate with the Group Management Function, e.g. to check the group related permissions of a single UE.

GMF-3:
Is the reference point between two Group Management Functions that e.g. are in different administrations. It can be used when a user-group involves users from multiple administrations.
GMF-4:
Is the reference point between the Group Management Function and the IMS. Notifications of changes to Group Management data are provided using this reference point. This is an ISC reference point as defined in TS 23.218 [5]. The ISC reference point uses SIP.
GC1-U:
Is the reference point for the media plane (e.g. encrypted speech packets) between the UE and the Media Resource Function.

MCP-1:
Is a reference point between UE and Mission Critical Push To Talk Server. It is used for SIP based signalling that establishes and releases group calls, distributes TMGIs, and negotiates codecs. 

MCP-2:
Is a control plane reference point between UE and Media Resource Function: it is used e.g. for floor control requests/grants/refusals. The details of the interactions of MCP-2 with Cr/Mr’ are FFS.

MCP-3:
Is the reference point between two Mission Critical Push To Talk Servers that e.g. are in different administration domains. It can be used when an MCPTT session involves users from multiple administration domains. MCP-3 uses IMS for routeing of SIP messages.

MCP-4:
Is another reference point between UE and Mission Critical Push To Talk Server: it is used e.g. for reporting the cell ID when the UE moves into a new cell; requests to switch between unicast and eMBMS reception, etc. It is FFS whether this reference point is needed, or, this information can be provided by other means, e.g. via MCP-1 or MCP-2.

Cr/Mr’:
These reference points are between MCPTT Application Server and MRFC as defined in TS 23.218 [5]. Mr' interface allows an Application Server and an MRFC to exchange session control messages without passing through an S-CSCF. As an overview, they are used to configure the bridge/conference; allocate transcoders (if any); and e.g. provide policies for floor control.

5.2.1.2
New Functional Entities

5.2.1.2.1
The Public Safety User Data Function (PS-UDF)

5.2.1.2.1.1
General

The PS-UDF is the master database for a Public Safety user. It is the entity containing the Public Safety user information to support the network entities actually handling MCPTT calls.
The IMS may access the PS-UDF within a Public Safety network instead of a HSS in the Home network: as an example, the PS-UDF provides support to the call control servers in order to complete the routing/roaming procedures by solving authentication, authorisation, naming/addressing resolution, location dependencies, etc.

The PS-UDF is responsible for holding the following user related information:

-
User Identification, Numbering and addressing information;

-
User Security information: Network access control information for authentication and authorization;

-
User Location information at inter-system level: the PS-UDF supports the user registration, and stores inter-system location information, etc.;

-
User profile information.

The PS-UDF also generates User Security information for mutual authentication, communication integrity check and ciphering.
Based on this information, the PS-UDF also is responsible to support the call control and session management entities of the IMS.
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Figure 5.2.1.2-1: Example of a PS-UDF structure and basic interfaces

The PS-UDF consists of the following functionalities:

-
IP multimedia functionality to provide support to control functions of the IMS such as the CSCF. It is needed to enable subscriber usage of the IMS services. This IP multimedia functionality is independent of the access network used to access the IMS. 

-
The AuC functionality required by the IMS to authenticate the MCPTT UE and generate keys for  checking the integrity of the communication between the MCPTT UE and the MCPTT AS and to cipher communication between the MCPTT UE and the MRF. 

The organisation of the subscriber data is outlined in TS 23.008 [5]. It also indicates which numbers, addresses and identifiers specified in TS 23.003 [3] are stored in PS-UDF.
5.2.1.2.1.2
PS-UDF logical functions

The following is a list of high level PS-UDF logical functions.
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Figure 5.2.1.2-2: PS-UDF logical functions

-
Mobility Management

This function supports the user mobility through the IMS.

-
S-CSCF assignment support

The PS-UDF provides to the I-CSCF the required capabilities for Public Safety Services based on Public Safety Agency requirements on a per-user basis, (e.g. whether a particular S-CSCF within the operator’s network (e.g. a S-CSCF reserved for Public Safety use or a S-CSCF in a secure location)  or  a S-CSCF within the Public Safety Agency network is assigned.

-
Call and/or session establishment support

The PS-UDF supports the call and/or session establishment procedures in the IMS. For terminating traffic, it provides information on which S-CSCF currently hosts the user.

-
User security information generation

The PS-UDF generates user authentication, integrity and ciphering data for the IMS.

-
User security support 

The PS-UDF supports the authentication procedures to access IMS services by storing the generated data for authentication, integrity and ciphering and by providing these data to the appropriate S-CSCF.

-
User identification handling

The PS-UDF provides the appropriate relations among all the identifiers uniquely determining the user in the IMS (e.g. public identities for IMS).

-
Access authorisation

The PS-UDF authorises the user for mobile access when requested by the CSCF, e.g. by checking that the user is allowed to roam to that visited network.

-
Service authorisation support

The PS-UDF  provides basic authorisation for MT call/session establishment and service invocation. The PS-UDF updates the S-CSCF with filter criteria to trigger the services to be provided to the user by Public Safety Application Servers (e.g. MCPTT Server).

-
Service Provisioning Support

The PS-UDF provides access to the service profile data for use within the IMS Application Services (e.g. MCPTT Server and Group Management Function).

The PS-UDF communicates with the MCPTT Server and Group Management Function to support MCPTT Services in the IMS. 
5.2.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

5.2.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

5.2.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated. 
5.3
Solution 3: ALG Relay for MCPTT NMO-R

5.3.1
Functional Description

The solution described in this clause assumes that basic Network Mode Operation (NMO) is supported with a centralised MCPTT server, as illustrated in Figure 5.3.1-1 (the nodes that are not expected to be impacted by MCPTT are hidden under a yellowish rectangle).
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Figure 5.3.1-1: High level architecture view for MCPTT NMO and MCPTT NMO-R

The following assumptions apply for UEs that are directly connected to the network (e.g. UE-2 in Figure 5.3.1-1):

-
UEs are provided access to the MCPTT service by communicating with the MCPTT server via GC1. This operation is referred to as MCPTT Network Mode Operation (MCPTT NMO).

-
The MCPTT server is a specific instantiation of the generic GCSE application server described in TS 23.468 [3].

-
GC1 is based on the SIP protocol for session control. Additional protocols may be used for centralised floor control or for UE configuration.

-
The MCPTT service may be provided as IMS service or non-IMS (but SIP-based) service.

-
When provided via the IMS, the MCPTT server is an IMS Application Server (AS).

-
The MCPTT server performs control of SIP sessions (establishment, release, etc.) as well as centralised floor control for MCPTT.

In reference to Figure 5.3.1-1, UE-1 is out of network coverage, but within the transmission range of a ProSe UE-Network Relay (UE-R). UE-1 obtains MCPTT service via the relay (UE-R). This operation is referred to as Network Mode Operation via Relay (MCPTT NMO-R).

The solution for MCPTT NMO-R described in this clause has the following salient features:

-
MCPTT NMO-R, similar to MCPTT NMO, relies on a centralised architecture where the MCPTT service is provided via the MCPTT server residing in the network.

-
The ProSe UE-Network Relay (in absence of the MCPTT proxy) is a layer-3 relay (i.e. an IP router). It provides basic IP connectivity to the Remote UE (UE-1).

-
The ProSe UE-Network Relay further includes an MCPTT-specific Application Level Gateway (ALG) function referred to as MCPTT proxy including the following functionality:

-
SIP Back-to-Back User Agent (B2BUA) in the signalling path.

-
Network Address Translator (NAT) and/or RTP/RTCP convertor in the user plane.

-
Support for a SIP-based interface GC1-bis towards the Remote UE (UE-1).

-
Capability to provide access to Remote UEs to the IMS/SIP network based on successful access level authentication, i.e. by acting as a trusted node towards the IMS/SIP, similar to the operation of Trusted Node Authentication (TNA; see TS 33.203 [7]). This includes the capability to multiplex SIP signalling messages stemming from multiple Remote UEs on the same Gm transport.
-
The ProSe UE-Network Relay (including the MCPTT proxy) is an ALG relay (or "layer-7 relay"). The MCPTT proxy being on the SIP signalling path between the Remote UE and the MCPTT server, the MCPTT proxy is able to monitor and/or modify the SIP signalling messages, as well as perform authorisation on per MCPTT group or per user basis. In the user plane the MCPTT proxy is able to decouple the data delivery formats used on Uu and on PC5.

NOTE 1:
The PC5 aspects (e.g. relay discovery, PC5-layer authentication, layer-2 link establishment over PC5, IP address/prefix assignment) of the Relay are described in TR 23.713 [6]. The present document focuses primarily on GC1 and GC1-bis aspects.

NOTE 2:
The MCPTT proxy function in the Relay is able to read and modify SIP signalling messages of unaffiliated MCPTT users (although unable to read user plane data) which allows the Relay to perform functions such as switching from unicast Uu to multicast PC5 or vice versa, or authorising Remote UE requests on per MCPTT group or per user basis. In scenarios where the ability of MCPTT to read SIP signalling of unaffiliated users may pose security threats the MCPTT proxy functionality is not used i.e. a Layer-3 relay is used instead.

Editor’s note:
It is FFS how the Relay determines whether to act as Layer-3 or ALG relay.
Editor’s note:
It is FFS whether there is a Stage 1 requirement for the Relay to be able to perform authorisation on per MCPTT group or per user basis.

Editor’s note:
It is FFS whether the Relay needs to support ALG functions for other protocols (e.g. HTTP proxy).

5.3.2
Procedures

5.3.2.1
General

The following procedures are described with call flows:

-
Registration for MCPTT service: describes how a Remote UE registers for MCPTT service with the MCPTT server. In the process the Remote UE mutually authenticates with the network and agrees common key material.

-
Establishment of MCPTT session: describes how a Remote UE establishes an MCPTT session, how MCPTT server may switch between unicast and multicast delivery over Uu and how Relay UE may switch between unicast and multicast delivery over PC5. Despite being on the SIP signalling path, the Relay UE is not able to eavesdrop on user data for MCPTT groups that it is not affiliated with.

5.3.2.2
Registration for MCPTT service

Depicted in Figure 5.3.2.2-1 is the call flow where Remote UE registers for MCPTT service via an MCPTT proxy. When the MCPTT service is provided via the IMS, Figure 5.3.2.2-1 also includes a P-CSCF (not shown for simplicity).
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Figure 5.3.2.2-1: Registration for MCPTT service via MCPTT proxy

1.
The Relay UE (UE-R) registers with the MCPTT server using existing IMS or non-IMS SIP procedures. The Relay’s user (UE-R’s user) and the network mutually authenticate and agree common key material. At this point there is a secure association (SA-R) established between the Relay UE and the network.

2.
The Remote UE (UE-1) performs ProSe UE-Network Relay discovery over PC5 and establishes a secure layer-2 link with the Relay (UE-R) over PC5. As part of this process the Remote UE is mutually authenticated at PC5 layer with either the Relay or with the network (depending on the SA3 decision for security). In the process UE-1 is also assigned an IP address/prefix by the Relay.

NOTE 1:
Step 2 is described in TR 23.713 [6].

3:
From this point on the relay inserts an MCPTT proxy function and starts acting as Trusted Node Authentication (TNA) node as described in TS 33.203 [7] Annex U. UE-R initially blocks all traffic other than SIP signalling stemming from UE-1.

4.
UE-1 initiates registration for MCPTT service via the MCPTT proxy residing in UE-R by sending a SIP REGISTER message over GC1-bis.

5.
The MCPTT proxy forwards the SIP REGISTER message over GC1 using the Relay’s secure association (SA-R). Before forwarding, the MCPTT proxy may inspect the message (e.g. to perform authorisation based on user’s identity in the SIP REGISTER message). The SIP REGISTER message contains information informing the MCPTT server that it can act as a relay for UE-1 and includes the relevant SIP address of its Back-To-Back User Agent (B2BUA) that will be used as SIP signalling relay, as well as its RTP translator address that will be used as a user plane (RTP/RTCP) relay.

NOTE 2:
All SIP signalling messages flowing from/to UE-1 over GC1-bis are transported over GC1 using the Relay’s secure association (SA-R).

6.
The Remote UE’s user (UE-1’s user) and the network mutually authenticate and agree common key material. Note that the HSS may or may not be involved in this step, depending on the ownership of the application-level profile of the Remote UE’s user.

7-8.
The SIP 200 OK message completes the UE-1 registration for MCPTT service.

9.
At this point the authentication of the Remote UE’s user with the network is complete and a secure association (SA-1) is established between UE-1 and the P-CSCF (or the MCPTT server). Even though MCPTT proxy is able to look inside the SIP message content, sensitive information (e.g. master session key for multicast content) can still be delivered securely from the MCPTT server to the Remote UE. This is important for cases where the Relay does not belong to the MCPTT group for which it is acting as a relay.

5.3.2.3
Establishment of MCPTT session

Depicted in Figure 5.3.2.3-1 is the call flow where Remote UE requests establishment of MCPTT session (e.g. joining an MCPTT group). When the MCPTT service is provided via the IMS, Figure 5.3.2.3-1 also includes a P-CSCF (not shown for simplicity).
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Figure 5.3.2.3-1: Establishment of MCPTT session

0.
At the beginning of this call flow UE-1 has an established secure association with the network as described in clause 5.3.2.2.

1.
In order to join an MCPTT group, UE-1 sends a SIP INVITE (MCPTT Group ID) message. MCPTT Group ID is a SIP URI that uniquely identifies a group of MCPTT users (e.g. fire.brigade75@firstresponder.com).

2.
MCPTT proxy optionally initiates a security procedure to protect GC1-bis signalling.

NOTE:
Prior to step 2 the Remote UE has security association with the Relay at PC5 layer, but not at SIP layer. SA3 is to decide whether there is a need to establish a SIP-layer security association between UE-1 and UE-R, or whether the PC5 layer security is sufficient.

3.
The MCPTT proxy may inspect the SIP INVITE message (e.g. to check whether it is authorised for acting as a relay for the requested MCPTT group ID) and may also modify the message (e.g. by adding the E-UTRAN Cell ID or other information) before forwarding it towards the MCPTT server.

4.
The MCPTT server accepts the request by sending a SIP 200 OK message towards UE-1.

At this point there is unicast delivery on both Uu and PC5. From this point on there are two cases to consider, depending whether unicast or multicast delivery is used on Uu.

5.
While unicast delivery is used on Uu the MCPTT proxy function in the Relay UE still has the choice of using unicast or multicast on PC5.

5a.
Based on the number of remote UEs on the PC5 interface, the MCPTT proxy function in the Relay UE decides to switch to multicast delivery over PC5. The Relay UE dynamically assigns a Layer-2 identifier to be used for multicast delivery over PC5 (this is the ProSe Layer-2 Group ID parameter in TS 23.303 [4]) and sends it to concerned Remote UEs in a SIP INFO message. All Remote UEs associated with the same Relay and listening to the same MCPTT group (identified with Group ID at MCPTT application layer) are associated with the same ProSe Layer-2 Group ID.

5b.
The Remote UE responds with a SIP 200 OK message. Remote UEs that do not respond with SIP 200 OK will keep receiving content in unicast mode.
6a.
Based on the number of UEs (not remote UEs) in the cell, the MCPTT server requests establishment of an eMBMS bearer in the cell.

6b-6c:
The MCPTT server informs the Relay of the TMGI of the associated eMBMS bearer by sending a SIP INFO message. This step is performed regardless whether the UE-R user is affiliated with the MCPTT group or not, provided that there are Remote UEs handled by this Relay that are affiliated with the MCPTT group.

6d.
The MCPTT server also sends a SIP INFO message to every Remote UE that has established a session for the requested MCPTT group ID. The SIP INFO message sent to the Remote UEs may contain the associated eMBMS master session key used for encryption of data payload sent over the eMBMS bearer. The master session key is conveyed to the Remote UE encrypted, so that the Relay UE is unable to utilise it.

6e.
The SIP INFO message is forwarded to the Remote UE. If the Relay UE decides to use multicast delivery over PC5, it may dynamically assign a Layer-2 identifier to be used for multicast delivery over PC5 (this is the ProSe Layer-2 Group ID parameter in TS 23.303 [4]). All Remote UEs associated with the same Relay and listening to the same MCPTT group (identified with Group ID at MCPTT application layer) are associated with the same ProSe Layer-2 Group ID.

6h.
At this point the Relay UE may tune to the eMBMS bearer, but it will not be able to decrypt the user data sent on the eMBMS bearer if it is not part of the MCPTT group.

6i.
The Remote UE is prepared to receive data associated with the MCPTT group identified by Group ID which may be delivered over PC5 in either unicast mode or in multicast mode using the ProSe Layer-2 Group ID signalled in step 6e.

5.3.3
Impact on Existing Entities and Interfaces

System-level considerations:

-
PC5 needs to be enhanced as part of Rel-13 work item eProSe-Ext to support the following (also refer to step 2 in Figure 5.3.2.2-1):

-
Relay discovery

-
One-to-one communication (including PC5-level mutual authentication between the Remote UE and the Relay UE, as well as IP address assignment).

-
One-to-many communication over PC5 defined in Rel-12 is needed to support multicast delivery over PC5.

Application-level considerations:

-
MCPTT proxy (i.e. the MCPTT-specific ALG function residing in the Layer-3 relay) includes the following functionality:

-
SIP Back-to-Back User Agent (B2BUA) in the signalling path.

-
Network Address Translator (NAT) and/or RTP/RTCP convertor in the user plane.

-
Despite being on the SIP signalling path, it should be possible to prevent the MCPTT proxy from eavesdropping on user plane content when it is relaying traffic for an MCPTT group of which it is not a member.

NOTE:
The mechanisms for securing the communication between Remote UE and MCPTT server for all combinations of unicast and multicast delivery over Uu and PC5 to be defined by SA WG3.

IMS-level considerations:

-
Gm needs to be enhanced to support multiplexing of SIP signalling messages stemming from multiple Remote UEs on the same Gm transport.
-
The procedure for mutual authentication between Remote UE and MCPTT server (or P-CSCF) (refer to step 6 in Figure 5.3.2.2-1) needs to be defined by SA3.

5.3.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated.
5.4
Solution 4: Off-Network MCPTT Service using ProSe UE-UE Relay

5.4.1
Functional Description

The solution described in this clause assumes that Off-Network MCPTT Service using ProSe UE-UE Relay (further referred to as Direct Mode Operation via Relay (MCPTT DMO-R)) is supported with a centralised MCPTT server residing in the ProSe UE-UE Relay, as illustrated in Figure 5.4.1-1.
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Figure 5.4.1-1: High-level architecture view for MCPTT DMO-R

In reference to Figure 5.4.1-1, the Remote UEs (UE-1 and UE-2) are out of each other’s transmission range, but are both within the transmission range of the UE-UE Relay (UE-R). UE-1 and UE-2 are able to communicate with each other using the communication service provided by the UE-UE Relay.

The solution for MCPTT DMO-R described in this clause has the following salient features:

-
MCPTT DMO-R (similar to MCPTT NMO and MCPTT NMO-R) relies on a centralised architecture where the MCPTT service is provided to the MCPTT DMO-R client via the MCPTT DMO-R server residing in the Remote UE and UE-UE Relay, respectively.

-
The ProSe UE-UE Relay (in absence of the MCPTT DMO-R server) is a layer-3 relay (i.e. an IP router). It provides basic IP connectivity to the Remote UEs (UE-1 and UE-2).

-
The MCPTT DMO-R server residing in the ProSe UE-UE Relay includes the following functionality:

-
SIP Registrar as defined in IETF RFC 3261 [8].

-
SIP session control for the registered users.

-
Optional SIP Proxy and SIP B2BUA functionality.

-
Support for a SIP-based interface (GC1-dmo-r) towards the Remote UE.

Support for centralised floor control (e.g. with the Binary Floor Control Protocol (BFCP) defined in IETF RFC 4582 [9]).

-
The ProSe UE-UE Relay (including the MCPTT DMO-R server) may be perceived as a Layer-7 relay.

NOTE 1:
The MCPTT DMO-R server function may reside in a Remote UE, noting that this would lead to a suboptimal usage because every GC1-dmo-r hop would involve two PC5 hops. Another reason for collocating the MCPTT DMO-R server function with the Layer-3 Relay (UE-R) is to allow UE-R to advertise the collocated MCPTT DMO-R server capability.

NOTE 2:
The solution is intended for scenarios where there is a suitable candidate that can serve as UE-UE Relay (e.g. high-power vehicle-mounted UE).

NOTE 3:
The PC5 aspects (e.g. relay discovery, PC5-layer authentication and point-to-point link establishment, IP address/prefix assignment) of the Relay are described in TR 23.713 [6]. The present document focuses primarily on GC1-dmo-r aspects.

5.4.2
Procedures

5.4.2.1
General

The following procedures are described with call flows:

-
Registration for MCPTT service and establishment of MCPTT communication session: describes how the MCPTT DMO-R client residing in the Remote UE registers for MCPTT service with the MCPTT DMO-R server residing in the Relay. The procedure also describes how a Remote UE (UE-1) establishes an MCPTT session with another Remote UE (UE-2) or joins an established MCPTT Group session.

-
Floor control: describes how floor control are arbitrated by a centralised floor controller residing in the MCPTT DMO-R server.

5.4.2.2
Registration for MCPTT service and MCPTT Group communication setup

Outlined in Figure 5.4.2.2-1 are the control plane procedures for MCPTT client registration and MCPTT Group communication establishment in presence of UE-UE Relay.
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Figure 5.4.2.2-1: Registration for MCPTT service and MCPTT group communication setup
1.
The Remote UE (UE-1) performs ProSe UE-UE Relay discovery over PC5 and establishes a secure point-to-point link with the Relay (UE-R) over PC5. As part of this process the Remote UE is mutually authenticated at PC5 layer with the Relay. In the process UE-1 is also assigned an IP address/prefix by the Relay. After completion of this procedure there is basic IP connectivity between UE-1 and UE-R.
NOTE 1:
Step 1 will be entirely described in TR 23.713 [6].

2.
The MCPTT client in UE-1 registers with the MCPTT DMO-R server residing in UE-R by sending a SIP REGISTER message. The message also carries the personal application-layer identifier of the requesting user (e.g. john.doe@firstresponder.com).

3.
The SIP registrar functionality in the MCPTT DMO-R server records the request by associating the IP address of UE-1 with the personal SIP URI of the registering user and sends an acknowledgement.

4.
UE-1 indicates its affiliation with MCPTT groups with which it wishes to engage in MCPTT group communication. The MCPTT group is identified via a Group ID i.e. an MCPTT group specific URI (e.g. fire.brigade75@firstresponder.com).

NOTE 2:
The user of UE-R may or may not be a member of the requested MCPTT Group. It is up to the user of UE-R to decide whether a non-member UE-R shall be authorised to act as UE-UE Relay.

5-8.
The corresponding steps for UE-2 are performed.

9.
The MCPTT DMO-R server in UE-R may now start sending SIP INVITE (MCPTT Group Y) messages to the registered MCPTT DMO-R clients.

NOTE 3:
If the user of UE-R takes part in the MCPTT group communication as an MCPTT Group member, UE-R may send the SIP INVITE message to the MCPTT DMO-R clients as soon as they register (e.g. step 9b could be performed right after step 4).

NOTE 4:
In case UE-1 and UE-2 wish to engage in MCPTT private (one-to-one) call, the SIP INVITE message in step 9 is sent by either UE-1 or UE-2 and contains the personal SIP URI of the called user (instead of MCPTT Group ID).

10.
OK messages.

11.
At this point UE-1 and UE-2 may engage in MCPTT communication session.

NOTE 5:
In case of MCPTT group communication the MCPTT DMO-R server receives content from one UE and distributes it to the group. In case of MCPTT private call the relay operation can be equivalent to IP routing.

5.4.2.3
Floor control procedure

Outlined in Figure 5.4.2.3-1 is the floor control procedure (only for applications that need it).
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Figure 5.4.2.3-1: Floor control procedure
The call flow is largely self-explanatory and needs no step-by-step description. The following assumptions apply:

-
Floor control messages (Floor Request and Floor Grant in Figure 5.4.2.3-1) may be based on the Binary Floor Control Protocol (BFCP) defined in IETF RFC 4582 [9].

-
Floor control requests are arbitrated by a centralised floor control server collocated with the MCPTT DMO-R server.

5.4.3
Impact on Existing Entities and Interfaces

System-level considerations:

-
PC5 needs to be enhanced as part of Rel-13 work item eProSe-Ext to support the following (also refer to step 1 and step 5 in Figure 5.4.2.2-1):

- Relay discovery

- one-to-one communication (including PC5-level mutual authentication between the Remote UE and the Relay UE, as well as IP address assignment).

-
One-to-many communication over PC5 defined in Rel-12 is needed only if multicast delivery is required over PC5.

-
The Relay UE needs to support IP router functionality.

Application-level considerations:

-
MCPTT DMO-R server residing in the Layer-3 UE-UE relay includes the following functionality:

-
SIP Registrar as defined in IETF RFC 3261 [8].

-
SIP session control for the registered users.

-
Optional SIP Proxy and SIP B2BUA functionality.

-
Support for a SIP-based interface (GC1-dmo-r) towards the Remote UE.

-
Support for centralised floor control (e.g. with the Binary Floor Control Protocol (BFCP) defined in IETF RFC 4582 [9]), the Relay serving as the floor arbitrator.

Editor's note:
The security aspects at GC1-dmo-r level in this architecture are FFS. This includes end-to-end authentication between UE-1 and UE-2 (if needed), mechanism allowing a UE to assert its affiliation with a specific MCPTT Group and mechanism for end-to-end security (UE-1 to UE-2) that would prevent a non-member Relay to eavesdrop on the MCPTT Group communication (if needed). Note that both UE-1 and UE-2 have already been individually authenticated by the ProSe UE-UE Relay at PC5 layer upon establishing the secure point-to-point link with the Relay, as described in TR 23.713 [6].

5.4.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated. 

5.5
Solution 5: Support for MCPTT DMO Private Calls

5.5.1
Functional Description

Solution 5 is a One-to-One variant of the One-to-Many MCPTT DMO solution described in clause 5.1 (Solution 1).

The solution described in this clause is illustrated in Figure 5.5.1-1.


[image: image13.emf]UE_2

MCPTT

DMO client

UE_1

MCPTT

DMO client

PC-dmo

PC5


Figure 5.5.1-1: High-level architecture view for MCPTT DMO Private Calls
PC-dmo is the inter-UE application level interface connecting MCPTT clients for One-to-One DMO communication.

An MCPTT DMO client when supporting Private Calls has the following characteristics:

-
It runs on top of the ProSe One-to-One communication service defined for PC5 in Rel-13.

-
It has functionality for cooperative floor control which may or may not be selected by the MCPTT User.

-
It may support functionality for location, presence and status reporting, as identified in the Stage 1 requirements.
5.5.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

5.5.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

5.5.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated. 
5.6
Solution 6: NGCN-based architecture

5.6.1
Functional Description

This solution focuses on the situation where the UE is in contact with the network. It is intended to be complementary to ProSe solutions that describe the out of coverage cases, and, the UE-to-network-relay cases.

Based on the architectural requirements in clause 4.2 and the existing 3GPP architecture for the support of Next Generation Corporate Networks (NGCN), a generic high level architecture is shown in Figure 5.6.1, below. Only the signalling plane has been represented for simplicity. Media is following a similar path.
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Figure 5.6.1: Example of NGCN-based architecture for MCPTT applications
Editor’s note:
Details of southbound interface are FFS.

Figure 5.6.1 represents two MCPTT applications connected to two IMS for PLMN 1 and 2 using the peering mode Application 1 is also directly connected to PLMN 1’ (without intermediate IMS) while application 2 is connected to a corporate Wi-Fi network. 

Editor’s note:
The internal details of MCPPT application have not been represented for simplicity and are FFS.
However, it may be assumed that the application contains several functional entities for group management, PTT management and media processing. The same applies for the connections to the BM-SCs, as they always have a star topology and are independent from the unicast routing assumptions. It is for example possible to implement part of the internal structure of the NGCN with SIP entities similar to IMS ones under Public Safety administrative control with the appropriate Public Safety managed data bases.

The CN GWs (Corporate Network GateWays) between the core networks can be considered containing SIP proxies with border control functions similar to their ICBF counterparts, but with additional security functions. For SIP signalling, the internal interfaces for EPC and IMS are the usual ones, while the interface between an ICBF and CN GW is an Ic interface similar to the usual ICBF-ICBF interface. Additionally, HTTP based signalling is to be considered (for example, xcap) and the CNGW shall also contain an HTTP proxy function.

Similarly, the southbound CNGW contain SIP proxies with bearer management capabilities (similar to P-CSCF) together with an HTTP proxy. 

5.6.2
Procedures

Only the registration procedure will be given as an example. See below.
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Figure 5.6.2: Registration procedure 
It is to be noted that the registration request is directed to a home domain name which is administered by NGCN and is not in the IMS operator domain. See TS 24.525 [10] Annex A.

It is also to be noted that the security algorithms are those supported by P-CSCF even if the exchange of credentials is end to end between the MCPTT UE and the MCPTT application.
The only difference between the procedure for PLMN1 (with IMS) and PLMN1’ (without PLMN) is that the addess of P-CSCF will provided as part of the PDN attachment data, while the address of the corresponding CNGW shall be discovered by DNS search after the PDN attachment.
Due to the transparent SIP routing performed by the IMS in the NGCN peering mode, the same procedure applies for a very large number of routing cases, subject to proper DNS programming of the various intermediate networks. For example:

-
UE->P-CSCF (IMS1)->ICBF (IMS1)->CNGW (App1)
- 
UE->CNGW (App1)

- 
UE->P-CSCF (IMS2)->ICBF (IMS2)->ICBF (IMS1)->ICBF (IMS1)->CNGW (App1)

- 
UE->CNGW (App2)->CNGW (App2)->CNGW (App1)

-
…

Other INVITEs, SUBSCRIBEs, PUBLISHs are routed similarly. In particular, INVITE to addresses outside the administrative domain of the NGCN and having a Route header will be routed to the NGCN which will then route them to the final destination by forwarding them back to the IMS domain. This applies for VoLTE call for example.
Management of potential NAT traversals is FFS.

Service continuity in case of change of access network with allocation of a new IP address relies on SIP session restoration (re-INVITE with updated SDP) after re-registration as required.

5.6.3
Impact on Existing Entities and Interfaces

Some minor enhancements of Gm (Gm*) and consequently of P-CSCF may be required, for example:
-
Additional transports

-
Additional authentication and encryption algorithms
-
Management of specific URNs for routing of emergency
-
Support of end-to-end encrypted media in SDP bodies
5.6.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated.
5.7
Solution 7: Generic High Level Architecture for MCPTT within a Public Safety Ecosystem with User-based Services Application Sublayer

5.7.1
Functional Description

This solution presents the MCPTT application within the broader context of a Public Safety Ecosystem that includes other applications of interest for Public Safety, e.g. Video, Computer Aided Dispatch. Those applications are supported by a User-base Services sublayer within the Application Layer providing support for common functionalities, e.g. identity management, group management, etc.

The “off-network” cases (e.g. ProSe and relays) for MCPTT are not illustrated here. Nor are details for applications other than MCPTT (e.g. Video) presented, beyond the generic architectural view. However, support for these aspects can be added onto this layered structure.

Some salient features of this solution are:

1)
Full compatibility with 3GPP standard architecture for network and transport layers, according to TS 23.401 [11].

2)
Clear separation of the network and transport layer from the application and services layers

3)
The Application space is divided into two sublayers.  The upper sub layer provides the end user applications, with MCPTT being only one example. The lower sublayer offers user-based enabler services that are designed to provide secure interoperability and mission-critical behaviour to applications.

4)
Web Services and other APIs access to User-based Services sublayer

5)
Presentation within the UE of the corresponding structure, partitions and  modules available in the infrastructure

6)
Detailing interfaces conceptually separated to indicate signalling (e.g. call setup/tear down), floor control (e.g. floor grant/revoke) and user traffic (e.g. voice packets).

7)
Full presentation of the point-to-multipoint (MBMS) path between the infrastructure and the UEs. 

8)
Application Layer NNI for communications between separate Public Safety domains 

Note also that this solution, although focused on mission critical applications for Public Safety, is generic enough not to preclude “business critical” applications.

This approach is illustrated in Figure 5.7.1-1, below.
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Figure 5.7.1-1: High Level Architecture for Mission-Critical Applications (e.g. MCPTT) within a PS Ecosystem

Although the focus of the current work item is for the MCPTT application, a general architecture solution needs to support other applications that have different characteristics from an MCPTT application.  Two examples shown in Figure 5.7.1-1 are CAD (Computer Aided Dispatch) messaging and Video streaming.  A variety of other applications are required to support public safety operations, e.g. location mapping, license plate recognition, and body sensors. Unlike MCPTT, these applications might not be SIP-based but still need to rely on common services described below.

In addition, it is also important to recognize the other function that the MCPTT application server interacts with. Those include clients on the UE, other MCPTT application servers and other entities, two of which are shown in Figure 5.7.1-1: Dispatch Console and legacy LMR systems (e.g. P25 and TETRA).  

Here is a brief exemplary description of the functionality provided by entities within the User-based enabler services:

User Priority and QoS handles application-level priority, pre-emption and QoS needs, based on various static and dynamic factors and requesting the appropriate parameters when establishing service data flows necessary for a specific application.  

Group Management tracks the users and devices that are associated with specific groups and allow this information to be shared among various applications.

Identity Management provides services related to user authentication (including users with multiple personalities and devices and users supported by a common device) and identity attributes. 

User Registration and Routing is responsible for providing general registration services and facilitating the necessary routing of messages from UEs to application servers and between application servers. Many mission critical applications and services will not be SIP based.  In order to provide efficient scalability for mission critical service, media plane is separated from the control plane.

For simplicity of Figure 5.7.1-1, only interfaces directly relevant to supporting the MCPTT application are identified,  including both the well-known interface between various 3GPP components, as well as proposed application-level interfaces.  The following provides an overview of the application-level interfaces.

The reference points PTT1/PTT1c, PTT2/PTT2c, and PTT3/PTT3c collectively represent the signalling and user traffic between the MCPTT application server and the corresponding client, whether located within a UE or other end-user device, such as a Dispatch Console. Data exchanges with the Dispatch Console may be seen as a superset of the data exchanged with UEs. 

PTT1/PTT1c: 
Reference point PTT1 represents the control plane signalling needed for establishing MCPTT sessions, supporting service registration, and similar control-related functionality.

PTT2/PTT2c: 
Reference point PTT2 represents the floor control signalling needed to arbitrate floor ownership within an MCPTT call.

PTT3/PTT3c: 
Reference point PTT3 specifically represents the media plane traffic for conveying voice during an MCPTT call.  It is envisioned this reference point will need to support multiple codecs, including codecs supported by legacy LMR systems.

The reference points PTT4 and UBS collectively represent the signalling between separate Public Safety domains.

PTT4:
Reference point PTT4 supports the signalling between separate MCPTT applications. .

UBS:
The UBS reference point supports the signalling between separate User-based services.

The reference points LMR1 and LMR2 collectively represent the signalling and user traffic between the MCPTT application server and legacy LMR systems.  Multiple versions of these reference points may be necessary to support different types of LMR systems including both P25 and TETRA.  (It is FFS whether a gateway should sit between the LMR system and the MCPPT application server allowing common reference points to the MCPPT application server for all LMR system, possibly leveraging reuse of reference point PTT4).

LMR1:
The LMR1 reference point consists of the control plane signalling need to support registrations, group affiliation, PTT calls, and similar functionality.

LMR2:
The LMR2 reference point consists of the media distributed for a PTT call as well as embedded signalling for floor arbitration and related information typical with legacy LMR systems.  It if FFS whether the floor arbitration and related control information can be separated from the media as separate reference points.

The reference points Qu-AF, GM, IM and URR represent at least some of the APIs and signalling to the user-based services necessary to support applications (including MCPTT) and facilitate some interworking necessary among different applications. Analogous reference points, e.g. Qu-UE, IM-UE, etc. between the user services client in the UE and the User-based Services in the infrastructure may exist, but they are not shown here, to keep Figure 5.1.7-1 simpler.

Qu-AF:
The Qu-AF reference point is used for both application-level influence on the priority, pre-emption and QoS variables for users and groups of users when requesting and/or changing both unicast and broadcast service data flows. 

GM:
The GM reference point identifies the API related to Group Management signalling needed by the application server.  As an example, this interface will be used to allow the MCPTT application to indicate group affiliations which take place in order to allow other applications to learn of the users associated with a particular group.

IM:
The IM reference point identifies the API related to Identify Management signalling.

URR:
The URR reference point supports the signalling between the User Registration and Routing service and applications, including the MCPTT Application.

Editor’s note:
User discovery, load balancing, traffic routing, and inter-systems connectivity are FFS. 

Editor’s note:
The co-location of the “media manager” with the MCPTT application server is FFS. 
Editor’s note:
The distributed / centralized operations of the Priority & QoS server and potential changes / enhancements to the Rx interface are FFS. 
Editor’s note:
Aspects of roaming and the provision of services by the home system (e.g. in cases of mutual aid)  are FFS.

Editor’s note:
Authentication and security aspects are FFS.

Editor’s note:
Interworking with PSTN is FFS.

Editor’s note:
Interworking with IMS-based systems (e.g. VoLTE) is FFS.
5.7.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

5.7.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

5.7.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated. 
5.X
Solution X: <Title of Solution>

5.X.1
Functional Description
Editor’s note:
General description, assumptions, and principles of the solution.
5.X.2
Procedures
Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

5.X.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

5.X.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated.
6
Evaluation

Editor's note:
This clause contains the overall evaluation of various solutions.

7
Conclusions

Editor’s note:
This clause will capture agreed conclusions from the Solution Alternatives and Evaluation clauses.
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