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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The scope of this Technical Report is:
-
Identify, prioritize and study the practical non-roaming and roaming deployment scenarios and system impacts when the 5GS is not able to support all possible combination of S-NSSAIs for the UE, and the aspects of mutually exclusive access to Network Slices.

-
Study the possible enhancement for the Network Slicing interworking with EPC for Connected and Idle modes.

-
Study how to provide Network Slice Access authentication and authorization specific for the Network Slice Access authorization that uses User Identities and Credentials different from the 3GPP SUPI and that takes place after the primary authentication which is still required between the UE and the 5GS for PLMN access authorization and authentication.

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TS 23.501: "System Architecture for the 5G System; Stage 2".
[3]
3GPP TS 23.502: "Procedures for the 5G System; Stage 2".
[4]
3GPP TR 22.904: "Study on user centric identifiers and authentication; Stage 1".
3
Definitions and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Mutually Exclusive Access to Network Slices: The access to Network Slices is considered to be mutually exclusive for a UE when their respective S-NSSAIs are both present in the UE's subscription and the UE is prevented from accessing both S-NSSAIs simultaneously.
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

Abbreviation format (EW)

<ACRONYM>
<Explanation>

4
Architectural Assumptions and Requirements
For Mutually Exclusive Access to Network Slices the following assumptions apply:

-
It is assumed that the support of mutually exclusive access to network slices uses Rel-15 network slicing feature as the baseline.

-
Support of the Mutually Exclusive Access to Network Slices in a PLMN shall not impact Rel-15 5G UEs' behaviour.

-
The network operator shall be able to ensure that the UE is prevented to access Network Slices which are mutually exclusive for that UE.

-
It is assumed that a UE supporting mutually exclusive access to network slices shall be able to operate in a Rel-15 5GS.

5
Key Issues
5.1
Key Issue#1: Mutually exclusive access to Network Slices
5.1.1
Description

Several scenarios addressing access control to mutually exclusive Network Slices have been identified, i.e. due to deployment, regulation or per SLA, some UEs may be restricted from using two services (S-NSSAIs) simultaneously.

Such scenarios can include (but not limited to):

-
by internal regulation (of the subscriber, of the employer, of the operator, etc): for example, it might be forbidden for a UE to access "regular" services and "specific" services, e.g. a UE used by a government officer might be restricted to be either in "off-duty" (regular) or "on-duty" (specific) mode. It is forbidden by regulation for the UE to access simultaneously the off-duty services and the on-duty services.

-
by network capability: for example, a factory device may have two modes of operations: "maintenance mode" (used to perform updates, e.g. blueprints upload, check the status of the devices, monitoring and maintenance, etc) and a "ultra-low latency factory mode", where the device receives URLLC commands to perform its duty. In that case, the AMF instance used for the URLLC factory slice may be tailored specifically to that duty, and not be able to support other services such as file database access, etc. In that case, the device may have to select either mode and not connect to both simultaneously.
To address the above mentioned scenarios this key issue will:

1)
Identify whether existing Release 15 System procedures are able to allow access control to mutually exclusive Network Slices.

2)
Identify whether improvements to existing Release 15 System procedures are needed when controlling the access to mutually exclusive Network Slices, including aspects of both UE and network.

To achieve those results this key issue will answer (not limited to) the following questions:

-
Which information is used to support mutually exclusive access to Network Slices in the UE and/or in the network?
-
How to support the UE to select the particular network slice(s) that can serve the UE simultaneously?

-
How the above information is used to support mutually exclusive access to Network Slices both in the non-roaming and in the roaming case?

-
In roaming cases, how the solutions would work when the Serving PLMN supports mutually exclusive Network Slices, whereas the HPLMN does not (and vice versa)?
-
Which network functions are involved in determining/providing the above information, and how?

-
Should the above information be pre-configured in the UE or dynamically handled by the network for the UE?

-
How can mutually exclusive access to Network Slices be enforced by the network?

-
What are the System impacts, if any, to existing Release 15 procedures to enable the network to control simultaneous access from a UE to different Network Slices?

-
How to ensure that introduction of support for mutually exclusive Network Slices does not disrupt the normal operation of Release 15 UEs?
5.2
Key issue#2: Enabling interworking for slicing between EPC and 5GC
5.2.1
Description
In Rel-15, when the UE has a set of PDN connections active in the EPC (for which the UE has been given a corresponding S-NSSAI by the CN), when the UE moves to the 5GC the serving AMF is not selected considering the slices associated to the active PDN connections. This may lead to scenarios where the AMF may not be able to serve all the PDU sessions that the UE intends to move to the 5GC. It is desirable for Rel-16 to study whether solutions are possible and worthwhile to minimize the impact of mobility procedures from EPC to 5GC on the slices corresponding to the PDN connective active in the EPC.

The key issue aims at addressing at least the following open aspects when the UE moves between EPC and 5GC, or vice versa:

-
Selecting an AMF based on the slices associated to the active PDN connections the UE has in the EPC.
-
Selecting an appropriate V-SMF based on the slices associated to the active PDN connections the UE has in the EPC.
-
Transferring (in both idle and connected modes) multiple simultaneous PDU Sessions to the same DNN that are associated to different slices and served by different (H-)SMFs.
5.3
Key Issue#3: Access to specific Network Slices authorized and authenticated through additional User Identifiers
5.3.1
Description
This key issue will study how to provide Network Slice Access authentication and authorization specific for the Network Slice Access authorization that uses User Identities and Credentials different from the 3GPP SUPI and that takes place after the primary authentication which is still required between the UE and the 5GS for PLMN access authorization and authentication.
In particular, the KI will address: Access control to Network Slices that require additional authorization and authentication:
-
How do the UE and the Network know that additional authorization and authentication is required for a Network Slice?

-
How is the additional authorization and authentication triggered and performed? E.g. which procedures are used and when.

5.X
Key Issue #X: <Key Issue Title>
5.X.1
Description
6
Solutions
6.1
Solution #1: Mutually Exclusive Access to Network Slices via the use of URSP

6.1.1
Introduction

This is a solution to Key Issue #1, "Mutually Exclusive Access to Network Slices" (MEANS).This solution assumes the following:

-
It is assumed that the network deployments in the home and the visited networks are designed according to the requirements for MEANS, and that the "mutually exclusive" network slices are not sharing resources (including no common AMF Set). This ensures that the NSSF will never grant access to both network slices simultaneously even if a UE requests it (e.g. due to SIM swap). As in Rel-15, NSSF internal policies dictate which network slice would be selected in this case.
-
It is assumed that the "mutual exclusivity" of network slices is per network deployment, and is common to all UEs subscribed to both network slices.

-
It is assumed that the UE has internal logic (e.g. MMI, or software support) to understand which applications are needed at a given time (e.g. "on duty" vs "off duty", "maintenance" vs "factory", etc), which is beyond the scope of this solution to address. If a SIM swap happens to a UE not understanding the purpose of the applications, it is expected that the UE would not use these applications anyway.

-
This solution assumes that the supporting UE would parse the URSP to determine the S-NSSAIs to include in the Requested NSSAI. This behaviour is not required in Rel-15.

-
It is assumed that PLMN are going to deploy their network slices in their networks so that all the services available to the users can be used simultaneously (i.e. there will be at least a set of network slice instances in the home network that can offer all the services (S-NSSAIs) that the UE can request simultaneously in its home network), except for network slices that are intended to be under mutually exclusive access by UEs.
-
It is assumed that PLMNs are going to organise their SLAs so that network slices in the roaming partners' networks are going to offer all services available to the users simultaneously (i.e. there will be at least a set of network slice instances in the roaming partner network that can offer all the services (S-NSSAIs) that the UE can request simultaneously in that network), except for network slices that are intended to be under mutually exclusive access by UEs.
-
This means that the enforcement of the MEANS in roaming scenarios is enforced via SLA (the roaming partner would not allow a UE to access MEANS slices simultaneously, e.g. via sharing the same AMF), and that when UEs needing MEANS in roaming partners' networks not supporting such SLA requirements would not receive the Subscribed S-NSSAIs of the UE that could result in such violation of the MEANS.

6.1.2
Functional description
This solution proposes to introduce a new (optional, to be ignored if not understood) sub-field, the S-NSSAI Group, in the URSP, as part of the Network Slice Selection field of the Route Selection component, with the following use:

-
If an S-NSSAI value in the URSP is associated with an S-NSSAI Group, all instances of this S-NSSAI in the URSP shall be associated with the same S-NSSAI Group value.

-
If the UE includes in the Requested NSSAI (or its associated mapping) an S-NSSAI value in the URSP is associated with an S-NSSAI Group, the UE shall not include in the Requested NSSAI another S-NSSAI value associated with a different S-NSSAI Group.
NOTE:
This solution does not propose a specific encoding or limitation to the S-NSSAI Group, however, it is expected that very few groups will be needed, therefore an encoding allowing up to 2 ~ 8 group values is expected to be sufficient.

6.1.3
Procedures

No new procedures are required with this solution.
6.1.4
Impacts on existing entities and interfaces
UE impact:

-
This solution only impacts UE supporting the feature. UEs not supporting the feature should not receive such URSP information (by design: since they do not need the "exclusion service", they do not need to receive configuration for such "exclusion"), and should ignore it if received nonetheless. The supporting UE would need to parse the URSP in order to fill the Requested NSSAI.

Network impact (serving and home):

-
This solution does not impact the roaming 5GC networks, and can work in Rel-15 5GC networks. It is expected that supporting roaming partners will properly configure their networks to fulfil their SLAs. Enforcement of MEANS in the network is using the Rel-15 NSSF/AMF functionality for determining an appropriate set of S-NSSAI for the Allowed NSSAI.

-
This solution does not impact the home 5GC network beyond the ability to send to the relevant UEs the URSP with the added field (i.e. it impacts the PCF and the UDR). It is expected that the home network operator will configure its network to fulfil the subscription requirements. Enforcement of MEANS in the network is using the Rel-15 NSSF/AMF functionality for determining an appropriate set of S-NSSAI for the Allowed NSSAI.

In this solution, Mutually Exclusive Access to Network Slices in the network is already supported in Rel-15 and does not require any further changes. Actual isolation of resources between network slices is supported by the underlying virtualisation environment and OAM (see SA5 specifications).
6.1.5
Evaluation

Editor's note:
This clause provides an evaluation of the solution.
6.2
Solution #2: Mutually Exclusive Access to Network Slices via UE configuration

6.2.1
Introduction

This is a solution to Key Issue #1, "Mutually Exclusive Access to Network Slices" (MEANS).

This solution assumes the following:

-
It is assumed that the network deployments in the home and the visited networks are designed according to the requirements for MEANS, and that the "mutually exclusive" network slices are not sharing resources (including no common AMF Set). This ensures that the NSSF will never grant access to both network slices simultaneously even if a UE requests it (e.g. due to SIM swap). As in Rel-15, NSSF internal policies dictate which network slice would be selected in this case.
-
It is assumed that the "mutual exclusivity" of network slices is per network deployment, and is common to all UEs subscribed to both network slices.

-
It is assumed that the UE has internal logic (e.g. MMI, or software support) to understand which applications are needed at a given time (e.g. "on duty" vs "off duty", "maintenance" vs "factory", etc), which is beyond the scope of this solution to address. If a SIM swap happens to a UE not understanding the purpose of the applications, it is expected that the UE would not use these applications anyway.

-
It is assumed that PLMN are going to deploy their network slices in their networks so that all the services available to the users can be used simultaneously (i.e. there will be at least a set of network slice instances in the home network that can offer all the services (S-NSSAIs) that the UE can request simultaneously in its home network), except for network slices that are intended to be under mutually exclusive access by UEs.
-
It is assumed that PLMNs are going to organise their SLAs so that network slices in the roaming partners' networks are going to offer all services available to the users simultaneously (i.e. there will be at least a set of network slice instances in the roaming partner network that can offer all the services (S-NSSAIs) that the UE can request simultaneously in that network), except for network slices that are intended to be under mutually exclusive access by UEs.
-
This means that the enforcement of the MEANS in roaming scenarios is enforced via SLA (the roaming partner would not allow a UE to access MEANS slices simultaneously, e.g. via sharing the same AMF), and that when UEs needing MEANS in roaming partners' networks not supporting such SLA requirements would not receive the Subscribed S-NSSAIs of the UE that could result in such violation of the MEANS.

This solution is similar to solution #X, "Mutually Exclusive Access to Network Slices via the use of URSP", except that it proposes that the mutually exclusive access to network slices is directly configured in the UE.
6.2.2
Functional description
This solution proposes that the UE is configured (by mechanisms not to be defined in the specification, e.g. part of application configuration) in such a way that the UE knows whether two given S-NSSAIs can be requested simultaneously in the Requested NSSAI.
6.2.3
Procedures

No new procedures are required with this solution.
6.2.4
Impacts on existing entities and interfaces
Impacts compared to Rel-15:

-
This solution has no normative specification impacts. Only a few informative statements are expected (e.g. a few notes).

UE impact:

-
This solution only impacts UE supporting the feature as part of the overall UE design and application configuration (i.e. no specification impact). UEs not supporting the feature would not need to be configured in such a way. The UE would need to understand its own configuration.

Network impact (serving and home):

-
This solution does not impact the roaming 5GC networks, and can work in Rel-15 5GC networks. It is expected that supporting roaming partners will properly configure their networks to fulfil their SLAs. Enforcement of MEANS in the network is using the Rel-15 NSSF/AMF functionality for determining an appropriate set of S-NSSAI for the Allowed NSSAI.

-
This solution does not impact the home 5GC network, and can work in home Rel-15 5GC network. It is expected that the home network operator will configure its network to fulfil the subscription requirements. Enforcement of MEANS in the network is using the Rel-15 NSSF/AMF functionality for determining an appropriate set of S-NSSAI for the Allowed NSSAI.

In this solution, Mutually Exclusive Access to Network Slices in the network is already supported in Rel-15 and does not require any further changes. Actual isolation of resources between network slices is supported by the underlying virtualisation environment and OAM (see SA5 specifications).

6.2.5
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

6.3
Solution #3: Solution to Key issue#1: Mutual exclusion awareness in UE.

6.3.1
Introduction

As per definition of Mutually exclusive Network Slices:


The access to Network Slices is considered to be mutually exclusive for a UE when their respective S-NSSAIs are both present in the UE's subscription and the UE is prevented from accessing both S-NSSAIs simultaneously.

The case exists a UE may attempt to request in a Registration Request e.g. two S-NSSAIs in the Requested NSSAI are not compatible. It is assumed the network then detects this is an incorrect NSSAI, accepts the Registration request, places the UE in default slices as subscribed by the UE (possibly this causes a AMF change, and as a reminder the default NSSAIs must be mutually compatible), and indicates to the UE that there were incompatible S-NSSAIs. The automatic UE configuration procedures ought to also get triggered as per the existing TS 23.501 [2].

It is clear however that if the UE is not provided by the network with the exact S-NSSAIs that were incompatible and assuming the UE may subsequently request a number of S-NSSAIs >2, before the UE can eventually form a mutually compatible set of S-NSSAIs in a Requested NSSAIs, including one of the S-NSSAIs that were detected as incompatible, it may take a number of trials and errors. This would be the result of allowing a current Rel-15 UE to be provisioned with some S-NSSAIs that are mutually incompatible.
Hence, unless Rel-15 is updated e.g. in the late drop, in Rel-15 a UE cannot be provisioned with mutually incompatible S-NSSAIs unless the operator is ready to accept that a suboptimal behaviour and a number of trial and errors may be involved in using certain slices. However, these trials and errors may be unacceptable for the correct operation of a mutually exclusive slice (e.g. a public safety slice may not welcome a trial and error phase before some mission critical data or media can be exchanged over the public safety slice, but this slice may have to coexist with e.g. a V2X slice on a police car).

For this reason we need to specify some means by which:

1)
A properly configured UE never requests mutually exclusive slices in a requested NSSAI.

2)
Error cases can be handled in a way that the network can provide the UE with the rules that avoid future repetition of the error, for UEs that are compliant to the solution proposed.

3)
There are no trial end errors once 1 and 2 are implemented in the system.

Whether a late Rel-15 change needs to be considered (aligned with the late Rel-15 drop) will be part of the conclusions of the study.

Editor's note:
Compatibility with Rel-15 UEs and network needs to be assessed.
6.3.2
Functional description

It is proposed that for each S-NSSAI in the UE subscription, a Mutual Exclusion Class Information is associated. This information identifies whether a certain S-NSSAI can be used with other S-NSSAIs and rules to define such coexistence.
It is proposed (but this is subject to further discussion) that in Rel-16 these classes of mutual exclusion are identified by means of Mutual Exclusion Class Information, which identifies classes of slices that can be used simultaneously:

Table 6.3.2-1: Mutual Exclusion Class Information

	S-NSSAI

Mutual exclusion class
	Rule

	0
	No constraint defined for the S-NSSAI

	1
	S-NSSAI can be used alongside S-NSSAIs with same SST field value

	2
	S-NSSAI can be used alongside S-NSSAIs with same SD field value

	3
	S-NSSAI cannot be used alongside any other S-NSSAI

	4
	S-NSSAI can be used only alongside class 4 S-NSSAIs (Operator defined)

	5
	S-NSSAI can be used only alongside class 5 S-NSSAIs (Operator defined)

	6
	S-NSSAI can be used only alongside class 6 S-NSSAIs (Operator defined)

	7
	S-NSSAI can be used only alongside class 7 S-NSSAIs (Operator defined)

	8
	S-NSSAI can be used only alongside class 8 S-NSSAIs (Operator defined)

	9
	S-NSSAI can be used only alongside class 9 S-NSSAIs (Operator defined)

	10
	S-NSSAI can be used only alongside class 10 S-NSSAIs (Operator defined)

	11
	S-NSSAI can be used only alongside class 11 S-NSSAIs (Operator defined)

	12
	S-NSSAI can be used only alongside class 12 S-NSSAIs (Operator defined)

	13
	S-NSSAI can be used only alongside class 13 S-NSSAIs (Operator defined)

	14
	S-NSSAI can be used only alongside class 14 S-NSSAIs (Operator defined)

	15
	S-NSSAI can be used only alongside class 15 S-NSSAIs (Operator defined)


Classes 0-3 are standardised, and offer global interoperability. They identify the obvious classes of slices that are compatible with any other slice, those that are isolated (so not compatible with any other slice) and:

-
Those slices that can be used simultaneously with any other slice of the same type in the UE and share same dedicated AMFs for the SST in the CN

-
Those slices that can be used simultaneously with any other slice of the same SD filed (e.g. all slices from same tenant, e.g. from same vertical customer) by a the UE and e.g. can share same AMF dedicated for the SD in the CN.

Classes 4-15 are operator specific. They define coexistence classed valid across a PLMN.

An S-NSSAI cannot be used simultaneously with S-NSSAIs that do not belong to the same Mutual Exclusion Class or do not meet the related standardised Mutual Exclusion Class definition if applicable.

Based on the above proposal, it follows that there can be 12 operator specific coexistence classes and 4 standardised ones. If more (or fewer) classes were deemed needed can be discussed and so the total number can be decided in normative phase.

A VPLMN can decide, for inbound roamers, that some of the HPLMN coexistence classes are modified to other operator-specific values in VPLMN, and this information can be sent together with the configured NSSAI or Allowed NSSAI for the VPLMN, as long as this is consistent with the intended behaviour by the HPLMN (i.e. Network Slices that are incompatible in HPLMN, remain so in the VPLMN).

If the mutual exclusion rules specified in the S-NSSAI Mutual Exclusion Class Information, which the serving PLMN receives from the UDM as part of the UE subscription data, are not met by a Requested NSSAI in a Registration Request message, the Requested NSSAI is considered as not valid and the AMF shall return in the Registration accept to the UE (which includes only default S-NSSAIs in Allowed NSSAI, alongside their coexistence class information which is the same as all the Default S-NSSAIs shall be enabled to be used at the same time) a cause code indicating that the UE has provided an invalid Requested NSSAI due to Mutual Exclusion reasons, but the S-NSSAIs in the Requested NSSAI shall not be stored as Rejected S-NSSAIs unless the AMF detected some of them were not supported in the TA or in the PLMN for the UE, in which case these S-NSSAIs are indicated by the AMF as rejected S-NSSAIs.

Then, this triggers the UE configuration to be updated, e.g. the registration accept may also provide a Configured NSSAI including the UE the Mutual Exclusion class Information.

If a HPLMN requires the Mutual Exclusion to be supported while the UE is roaming, in a Rel-15 network, this can be supported by provisioning in the UE a Configured NSSAI for the HPLMN with the Mutual Exclusion Class Information for each S-NSSAI. and the UE shall respect these rules when using the S-NSSAIs in the Rel-15 network, with the standing assumption Rel-15 network can always support any set of S-NSSAIs. However the HPLMN cannot rely on the VPLMN to enforce the Mutual exclusion rules, or expect that the VPLMN is respecting the Mutual Exclusion by allocating dedicated functions (e.g. AMF) that are e.g. handling only S-NSSAIs belonging to the same Mutual exclusion class.

The Rel-15 VPLMN is also not able to use the Mutual exclusion information in the UE subscription.

6.3.3
Procedures

Editor's note:
This clause describes high-level procedures for the solution.
6.3.4
Impacts on existing entities and interfaces

-
UE: support of Mutual Exclusion Class Information and procedures that include it for its configuration in the UE from the network.

-
AMF: enforcement of the Mutual Exclusion Class Information received from UDM and/or inclusion in NSSF queries as part of sending the Subscribed S-NSSAIs.

-
NSSF: enforcement of the Mutual Exclusion Class Information.
-
UDM: Handling of the Mutual Exclusion Class Information.

6.3.5
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

6.4
Solution#4: Slicing Group Support for Mutually Exclusive Access to Network Slices

The intent of this solution is to support mutually exclusive access of network slices in 5GS as shown in Figure-6.4.2.1-1 below. Within a group of network slices, each network slice can serve the UE simultaneously with other network slice(s) within the 5GS. However, network slices that are not in the same group cannot serve the UE simultaneously within the 5GS.
6.4.1
Introduction

6.4.1.1
Design principles

The design principles of the proposed solution to support Mutually Exclusive Access of network slices are as follows:
-
Minimum impact to the existing Rel-15 network slicing signalling procedures between the UE and the network:

-
Minimum impact to the UE's registration and PDU Session Management procedures.

-
Minimum impact to the slice selection procedure.

-
No impact to Rel-15 UE.

-
No impact to other basic system procedures such as the Mobility Management procedure, UE Configuration Update procedures, etc.

-
No impact to Rel-15 roaming procedure.

-
No impact to Rel-15 URSP/NSSP support for network slicing service mapping.

6.4.1.2
Working Assumptions and Concepts of Mutually Exclusive Access Slicing Group

6.4.1.2.1
Working Assumptions

1)
In this proposal, it assumes that different Mutually Exclusive Access Slicing Groups do NOT share the same serving AMF. Such assumption complies to the definition as defined in clause 3.1 of TR 23.740.

2)
Given the consideration of the network slicing feature should be end-to-end, in the roaming scenario, this proposal expects that, UE, VPLMN and HPLMN must all support Mutually Exclusive slicing access in order to enable Mutually Exclusive Slicing Access support in Rel-16.

3)
For the Rel-16 UE, UE will be configured with UE capability to indicate whether it supports Mutually Exclusive Access to Network Slices.

4)
For the Rel-16 5GC, if it does not support Mutually Exclusive Access to Network Slices, even when the Rel-16 UE presents its support for Mutually Exclusive Access to Network Slices during the UE Registration, such capability will be ignored by the Rel-16 5GC and no Mutually Exclusive Access to Network Slices are assigned to the UE.

5)
For the Rel-16 5GC, if Mutually Exclusive Access to Network Slices is supported, and Rel-16 serving PLMN and HPLMN serve UEs which may or may not support for Mutually Exclusive Access to Network Slices, this proposal assumes that, the PLMN will organize the S-NSSAIs into to two categories - i.e.

a)
S-NSSAIs for UEs that does not support Mutually Exclusive Access to Network Slices, and

b)
S-NSSAIs for UEs that support Mutually Exclusive Access to Network Slices. As a result, there would be different URSP rules corresponding to the two categories of the network slices.


Same as in today Rel-15, during the UE Registration, the UDM may provide the Rel-16 serving PLMN all or some of the UE's subscriptions, according to the local policy and/or SLA in case of roaming, the serving PLMN determines the applicable S-NSSAI(s) to be provided to the UE.

6.4.2
Functional description
6.4.2.1
Concepts of Mutually Exclusive Access Slicing Group
The S-NSSAIs within the same Mutually Exclusive Access Slicing Group can serve the UE simultaneously, but not with the S-NSSAI(s) from different slicing groups.
The Figure-6.4.2.1-1 below presents the concept on how the serving PLMN organizes the Mutually Exclusive Access Slicing Groups, and how the Allowed NSSAI and the corresponding serving AMF are derived from the Mutually Exclusive Access Slicing groups.
During the Rel-16 UE registration with the Rel-16 5GC that supports Mutually Exclusive Access to Network Slices, the following four main scenarios to consider:
1)
If the Rel-16 UE does not provide the Requested NSSAI and the UE's capability indicates that, the UE is capable of supporting Mutually Exclusive Access to Network Slices, if there is more than one Mutually Exclusive Access Slicing Groups configured for the UE according to UE's subscription, based on the local and/or the roaming policy, the serving PLMN (via serving AMF or NSSF) will select a particular slicing group and derive the Allowed NSSAI for the UE from the selected slicing group, and if applicable, any associated S-NSSAI mappings with the HPLMN are also determined. The unselected Mutually Exclusive Access Slicing Groups and the associated mappings with the HPLMN, if applicable, will also be provided to the UE as the Configured NSSAI as in Rel-15. The associated slicing group information is also included for each S-NSSAI in the Configured NSSAI as well as in the associated mapping, if applicable.

2)
If the Rel-16 UE provides the Requested NSSAI during the UE registration and the UE's capability indicates that, the UE is capable of supporting Mutually Exclusive Access to Network Slices, the serving PLMN decides the Allowed NSSAI based on the Requested NSSAI as in Rel-15. In addition, if there is more than one Mutually Exclusive Access Slicing Groups configured for the UE according to the UE's subscription, the unselected Mutually Exclusive Access Slicing Groups and the associated mappings with the HPLMN, if applicable, will also be provided to the UE as the Configured NSSAI as in Rel-15. The associated slicing group information is also included for each S-NSSAI in the Configured NSSAI as well as in the associated mapping, if applicable.

3)
If the there is no indication that the Rel-16 UE is capable of supporting Mutually Exclusive Access to Network Slices, the existing UE Registration procedures in Rel-15 is applied. The serving network shall only provide the UE for the Allowed NSSAI and/or Configured NSSAI with the S-NSSAIs and the associated mappings with the HPLMN, if applicable, that do not apply for supporting Mutually Exclusive Access to Network Slices.

4)
Mutually Exclusive Access to Network Slices, if supported, is end-to-end.

The following Table 6.4.2.1-1 summarizes the end-to-end considerations for supporting the Mutually Exclusive Access for Network Slicing in Rel-16 network.
Table 6.4.2.1-1: Summary of Considerations End-to-end Mutually Exclusive Access Support for Network Slicing

	UE Mutually Exclusive Access Slicing capability
	Serving PLMN Mutually Exclusive Access Slicing capability
	Home PLMN Mutually Exclusive Access Slicing capability
	End-to-end Mutually Exclusive Access Support

	Rel-15 UE
	N/A
	N/A
	N/A
	No

	Rel-16 UE
	No
	N/A
	N/A
	No

	
	Yes
	No
	No
	No

	
	Yes
	No
	Yes
	No

	
	Yes
	Yes
	No
	No

	
	Yes
	Yes
	Yes
	Yes


Note that, the serving AMF is part of the network slice, same AMF/AMF Set cannot serve two different Mutually Exclusive Access Slicing Groups. Different Allowed NSSAIs from different Mutually Exclusive Access Slicing Groups are served by different AMF/AMF Set. Hence, once the UE is registered, the serving AMF is corresponding to the Allowed NSSAI is corresponding to particular Mutually Exclusive Access Slicing Group. If Rel-16 UE, that supports Mutually Exclusive Access to Network Slices, wants to activate service not belonging to the same Mutually Exclusive Access Slicing Group, then Rel-16 must re-register with the new Configured NSSAI corresponding to the target service in the Requested NSSAI.

Once Allowed NSSAI is identified, the subsequent PDU Session Establishment procedure is the similar to today Rel-15 procedures as described in clause 5.15.5 in TS 23.501 [2], except for the following:
-
The UE shall only include the S-NSSAI from the Allowed NSSAI in the Requested NSSAI; and if using the S-NSSAI from the Configured NSSAI, it shall have the same Slicing Group ID as the S-NSSAI in the Allowed NSSAI.

-
The serving AMF shall verify the Slicing Group ID of the S-NSSAI in the Requested NSSAI is the same as the Allowed NSSAI that has been provided to the UE.
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Figure-6.4.2.1-1: Concepts of Mutually Exclusive Access Slicing Groups and their Corresponding NSSAIs

6.4.2.2
Identification of Mutually Exclusive Access Slicing Group
In order to differentiate different slicing groups for mutually exclusive access, there are two options to consider:

(1)
Reserving portion of the SD field as the Slicing Group Identifier. For example, as shown in Figure-6.4.2.2-1 below, the SD field could be extended to indicate the support for mutually exclusive access slicing group.


Pros:

-
The Group identifier is imbedded into the S-NSSAI and no need for introducing new identifier.

-
Easier to manage and to organize the slicing operation by the UE and by the Network given the Group Identifier is imbedded into the S-NSSAI.


Cons:

-
The size of the SD field is reduced and hence, the number of slice descriptors are reduced.

(2)
Introducing an additional Slicing Group Identifier which is used to associate with the S-NSSAI.


Pros:

-
No need to modify the S-NSSAI and hence, the size of the SD field are not impacted.


Cons:

-
Need to introduce additional identifier for the slicing group id.

-
More complicate to manage and to organize the slicing operation given the Group Identifier is required to be associated with the S-NSSAI for coordination.

The Mutually Exclusive Access Slicing Group ID is per PLMN. In case of roaming, Slicing Group ID in the serving PLMN may have different value from the home PLMN. This is no different in Rel-15, where serving PLMN and home PLMN will have own respective S-NSSAI for the given network slice. Similar to Rel-15, there will be SLA agreement on the mapping for the S-NSSAIs between the serving PLMN and home PLMN to support Mutually Exclusive Access.

This proposal does not preclude the scenario that operator may configure one or more S-NSSAI(s) that can serve the UE simultaneously together with any Mutually Exclusive Access Slicing Group. In this case, there should be special Slicing Group ID defined for such kind of S-NSSAI.

The exact definition on how to partition the SD field or to introduce new additional identifier to support slicing group identification is determined by the CT group. If option (1) approach is taken, only the SD field is affected, hence, there is no impact to the Standardized SST value. Therefore, operator can organize the given S-NSSAIs with Standardized SST values by leveraging the SD field to support the grouping for Mutually Exclusive Access to Network Slices.
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Figure-6.4.2.2-1: Example of extending SD to identify the Mutually Exclusive Access Slicing Group

6.4.2.3
UE Support for Mutually Exclusive Access Slicing Group

For the Rel-15 UE or the Rel-16 UE that is not capable of supporting Mutually Exclusive Slicing Access attaches to the Rel-16 5GC, such UE will be provided with S-NSSAI(s) that can serve the UE simultaneously (see clause 6.4.1.2.1 working assumptions above). There is no impact to Rel-15 UE.

For the Rel-16 UE that is capable of supporting Mutually Exclusive Slicing Access, and if the network supports also the Mutually Exclusive Slicing Access, the UE shall include the S-NSSAIs that are in the same Mutually Exclusive Access Slicing Group in the Requested NSSAI during the UE's registration (as described in clause 6.4.2.1) and also during the UE Session Establishment procedures including the Slicing Group ID information as described in clause 6.4.2.2 above.

This proposal does not require any changes to clause 5.15.4, TS 23.501 [2] for the NSSAI storage aspects in the UE.

6.4.2.4
Roaming Support for Mutually Exclusive Access Slicing Group

In case of roaming, in order to enable Mutually Exclusive Access, this proposal expects UE, serving network and home network shall all capable of supporting Mutually Exclusive Slicing Access. Based on such working assumption, the serving and the home PLMN would have to coordinate the mapping of the S-NSSAI(s) with their respective Mutually Exclusive Access Slicing Group IDs as described in clause 6.4.2.2 above.

6.4.2.5
URSP/NSSP Support for Mutually Exclusive Access Slicing Group

The URSP/NSSP in Rel-15 provides the service mapping between the Allowed/Configured S-NSSAIs in the UE to the UE's applications. The same service mapping functionality remains unchanged for Rel-16.

As described in 6.4.1.2.1 above, there are two categories of S-NSSAIs organized by the Mutually Exclusive Access capable network to support the UEs which are Mutually Exclusive Access capable and not capable.

In the case that the Mutually Exclusive Access capable UE is moving from Mutually Exclusive Access capable network to not capable network or vice versa, during the UE re-registration, the prior Allowed and Configured NSSAIs stored in the UE will be completely replaced by a different category of S-NSSAIs by following the procedures as described in clause 5.15.4 in TS 23.501 [2]. As a result, the UE will refer to the revised URSP/NSSP for the service mapping when initiating PDU Session Establishment procedures.

In the case that the UE replaces its SIM card from Rel-15 to Rel-16 which supports Mutuallly Exclusive Access to Network Slices while attaching to the same serving 5GC (in case of roaming, including both VPLMN and HPLMN):

-
if the serving 5GC supports Mutually Exclusive Access to Network Slice, then the Mutually Exclusive Access support is enabled. The prior Allowed and Configured NSSAIs stored in the UE will be completely replaced by S-NSSAIs that support Mutually Exclusive Access by following the same procedures as described in clause 5.15.4 in TS 23.501 [2]. As a result, the UE will refer to the revised URSP/NSSP for the service mapping when initiating PDU Session Establishment procedures.

-
if the serving 5GC does not support Mutually Exclusive Access to Network Slice, then the Mutually Exclusive Access support is not enabled. The prior Allowed and Configured NSSAIs stored in the UE may be replaced by S-NSSAI(s) that do not apply for Mutually Exclusive Access following the same procedures as described in clause 5.15.4 in TS 23.501 [2].

In the case that the UE replaces its SIM card from Rel-15 to Rel-16 which does not support Mutuallly Exclusive Access to Network Slices while attaching to the same serving 5GC (in case of roaming, including both VPLMN and HPLMN), irrespective the attached serving system supports Mutually Exclusive Access or not, the prior Allowed and Configured NSSAIs stored in the UE may be replaced by S-NSSAI(s) that do not apply for Mutually Exclusive Access by following the same procedures as described in clause 5.15.4 in TS 23.501 [2].
In the case that the UE replaces its SIM card from Rel-16 to Rel-15 while attaching to the same serving 5GC (in case of roaming, including both VPLMN and HPLMN), irrespective the attached serving 5GC supports Mutually Exclusive Access or not, the prior Allowed and Configured NSSAIs stored in the UE may be updated with S-NSSAI(s) that do not apply for Mutually Exclusive Access by following the same procedures as described in clause 5.15.4 in TS 23.501 [2].
In summary, the existing URSP/NSSP related procedures are unchanged, and this proposal makes no impact to the URSP/NSSP as defined in Rel-15.
6.4.3
Procedures

Editor's note:
This clause describes high-level procedures for the solution.
6.4.4
Impacts on existing entities and interfaces
Editor's note:
This clause describes impacts on existing entities and interfaces.

6.4.5
Evaluation

Editor's note:
This clause provides an evaluation of the solution.
6.5
Solution 5: Network slice instance selection in initial AMF
6.5.1
Introduction
This solution address the key issue#2: Enabling interworking for slicing between EPC and 5GC.

6.5.2
Functional description

The PGW-C+SMF knows the S-NSSAI or each PDN connection and returns the S-NSSAI and PDU Session ID to the initial AMF selected by the source MME. Then the initial AMF determines the network slice instance, selects the target AMF and forward the handover message to target AMF in the network slice instance. The rest are same procedure as normal EPS to 5GS handover procedure using N26 interface.
NOTE 1:
For IDLE mode mobility from EPS to 5GS using N26 interface, the S-NSSAI of the PDU session returned by PGW-C+SMF is used to select a correct V-SMF as described in clause 4.11.1.3.3 of TS 23.502 [3].
NOTE 2:
This solution uses existing solution in Release 15 to correlate the EBI and the PDU session as described in clause 4.11.1.2.2 and clause 4.11.1.3.3 in TS 23.502. The AMF sends UE EPS PDN Connection received from MME to SMF and the SMF return the EBI information and the S-NSSAI of the PDU session.
6.5.3
EPS to 5GS handover Procedures

Editor's note:
This clause describes high-level procedures for the solution.
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Figure-6.5.3: EPS to 5GS handover using N26 interface
1.
Step 1 to step 6 are same as normal EPS to 5GS handover using N26 interface.

7.
The SMF + PGW-C sends a Nsmf_PDUSession_UpdateSMContext Response (PDU Session ID, N2 SM Information (PDU Session ID, QoS Rules, EPS Bearer Setup List, H-CN Tunnel-Info, S-NSSAI), S-NSSAI) to the initial AMF. SMF includes mapping between QoS flows and EPS bearers as part of N2 SM Information container.

8.
The initial AMF performs network slice instance selection and the target AMF based on the S-NSSAI received in step 7.

9.
The initial AMF sends Namf_Communication_CreateUEContext service operation (Target 5GAN Node ID, Source to Target Transparent Container, EPS MM Context, EPS Bearer Context(s), N2 SM Information received in step 7, S-NSSAI received in step 7) message to the target AMF. Based on the S-NSSAI the target AMF may reselect a new V-SMF2. In case of no change of V-SMF, step 10-12 are skipped and in step 13 the target AMF uses the N2 SM Information received in step 7.

10.
If the target AMF reselects a new V-SMF2, it sends Nsmf_PDUSession_UpdateSMContext Request(UE EPS PDN Connection, N2 SM Information) to V-SMF2.

11-12.
The V-SMF2 establishes the N4 session with V-UPF2. The V-UPF2 allocates CN tunnel information. The V-SMF2 updates N2 SM Information with the S-NSSAI and the CN tunnel information of V-UPF2. The V-SMF2 then sends Nsmf_PDUSession_UpdateSMContext Response (PDU Session ID, N2 SM Information) towards target AMF.

13-31.
Step 13 to step 31 are same procedure as normal EPS to 5GS handover procedure using N26 interface in clause 4.11.1.2.2 of TS 23.502. In additional, in step 19, the initial AMF initiates resource release of V-SMF1 and V-UPF.

6.5.4
Impacts on existing entities and interfaces
No impact on EPC.
No impacts on UE.
The Initial AMF selects the target network slice instance and the target AMF. Then it sends the Namf_Communication_CreateUEContext service operation with the UE context and the N2 SM Info received from V-SMF1 to target AMF. The initial AMF removes the resources in V-SMF1 and V-SMF2 after the UE context has been transferred to target AMF.

The target AMF sends N2 SM Info received from initial AMF to V-SMF2.

The V-SMF2 updates the N2 SM Info received from target AMF with S-NSSAI and CN tunnel information of V-UPF2.
6.5.5
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

6.6
Solution #6: Slice-aware mobility from EPC to 5GC

6.6.1
Introduction
The solution addresses key issue number 2.
6.6.2
Functional description

For mobility from EPC to 5GC, IDLE mode and CONNECTED mode mobility are addressed separately.

6.6.2.1
Idle Mode Mobility from EPC to 5GC

The SM context in the EPC that is provided to the 5GC in case of mobility from EPC to 5GC does not contain any slicing information. This applies regardless if the UE initially registers and establishes connectivity in 5GC and then moves to EPC, or the UE initially registers and establishes connectivity in EPC.

As a result, when the UE moves to the 5GC from EPC, the AMF will have no information about the slice (identified by S-NSSAI) associated the UE's PDN connections moved from EPC. Consequently, the AMF will also not be able to verify whether the AMF selected during the mobility from EPC to 5GC is appropriate for the slices that the UE is connected to for its active PDU sessions.

To address this scenario, a solution is proposed based on the following.

6.6.2.1.1
Usage of slice mapping information for single-registration mode UEs
The solution uses the mapping of slices to PDN Connections. The UE determines the slice mapping per current release 15 mechanisms:

-
For PDU sessions originally established over 5GC (i.e. before the UE has moved to EPC) the UE applied NSSP to determine S-NSSAI and DNN. When moving to EPC, the UE locally keeps the S-NSSAI information for those PDU sessions moved from 5GC.
-
For PDN connections established over EPC, during PDN connection establishment in the EPC, the UE is provided by the PGW-C+SMF via PCO the S-NSSAI associated with the PDN connection, together with a PLMN ID that the S-NSSAI relates to. The UE stores this S-NSSAI and the PLMN ID associated with the PDN connection.
When moving from EPC to 5GC, for each PDU session single-registration mode UEs provide the AMF with slice mapping information containing the S-NSSAIs associated to the PDU Sessions active in the UE, together with the EPS bearer identity of the default EPS bearer corresponding to the PDN connection. The UE sends the slice mapping information in the Registration request when mobility from EPC to 5GC mobility happens.

The UE sends the slice mapping information and in the roaming case:
-
In the AMF: When the AMF receives the slice mapping information from the UE in the Registration request, the AMF maps S-NSSAIs sent by the UE to S-NSSAIs for the Serving PLMN. AMF selects V-SMFs and V-UPFs based on slice mapping information (instead of default V-SMFs / default V-UPFs as in Rel-15)
-
In the UE: When the UE receives the Configured NSSAI for the Serving PLMN (which includes the S-NSSAI values which can be used in the Serving PLMN and a mapping to the corresponding S-NSSAI values in the Configured NSSAI for the HPLMN) in the Registration Accept from the AMF, the UE updates the S-NSSAIs locally stored for sessions created in EPC to reflect the correct S-NSSAI for the current PLMN.

6.6.2.2
Connected Mode Mobility from EPC to 5GC

Selecting the target AMF, and by that a set of network slices, based on information available at the source MME introduces a risk that the UE gets served by an AMF that is not appropriate and possibly by network slice(s) that are not in the UE's subscription. Even though this is corrected by a subsequent Registration procedure, if network slice isolation is supported it gets violated, and there may be service interruption for the UE. It is necessary to select an AMF that supports the network slices (S-NSSAI) associated to the UE's PDN connections and allowed by the UE's subscription. This requires information on the UE's subscribed S-NSSAIs, and network slices (S-NSSAI) associated to the UE's PDN connections which the MME does not have.

It is therefore proposed that

 -
for each active PDN connection the UE associates an S-NSSAI with the EPS Bearer ID for the default bearer of the PDN connection. The UE then sends to the serving MME a transparent handover container comprising, for each PDN connection, the EPS Bearer ID for the default bearer of the PDN connection (which identifies the PDN connection) and the associated S-NSSAI per each created PDN connection. The UE sends the information to the MME during an Attach procedure, if PDN connections were established in the 5GS, Tracking Area Update procedures, and upon establishment of a PDN connection in the EPS.
-
At handover from EPS to a 5GS network, the source MME select an AMF based on current mechanisms and ensuring the selected AMF is capable of performing AMF selection (e.g. based on appropriate DNS configuration). The MME provides the transparent handover container to the AMF selected by the MME. The AMF selected by the MME, together with the NSSF, selects a target AMF and forwards the signalling from the source MME to the target AMF. The target AMF is selected considering the S-NSSAIs associated to PDN connections that are in the transparent handover container. The UE does not get registered in the AMF selected by the MME, but only by the target AMF. The target AMF selects V-SMFs and V-UPFs based on slice mapping information provided by the MME (instead of default V-SMFs / default V-UPFs as in Rel-15).
6.6.3
Procedures

Editor's note:
This clause describes high-level procedures for the solution.
6.6.4
Impacts on existing entities and interfaces
Editor's note:
This clause describes impacts on existing entities and interfaces.

6.6.5
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

The proposed solution supports deployments with and without Decor/eDecor.
6.7
Solution #7: Inter RAT mobility Slice support

6.7.1
Introduction

The solution solves the key issue #2, especially on the below item:
-
Selecting an AMF based on the slices associated to the active PDN connections the UE has in the EPC.
-
Selecting an appropriate V-SMF based on the slices associated to the active PDN connections the UE has in the EPC.
6.7.2
Functional description
AMF/V-SMF selection during CONNECTED state mobility

An interim AMF is selected by MME during handover phase as in Rel-15. The interim AMF/SMF can connect to all possible slices that support interworking with EPS. After handover is completed, the UE initiates the registration procedure. The interim AMF selects the final AMF based on S-NSSAI of established PDN connections. And the AMF is relocated during the registration procedure if it is needed.

The interim AMF gets the S-NSSAI of serving PLMN of established PDN connection either from PGW-C during handover procedure (LBO or non Roaming case), or from UE in registration request (HR case). For home routed roaming case, if the AMF is not provided with S-NSSAI of VPLMN by the UE, based on received S-NSSAI of HPLMN from PGW-C+SMF, the AMF determines the S-NSSAI of VPLMN itself via local mapping information exist or NSSF.
The registration procedure needs to be enhanced to support AMF relocation as well as V-SMF change in CM-CONNECTED state.

AMF selection during IDLE state mobility

In idle mobility, the UE has S-NSSAI and the associated PLMN of established PDN connections sent by the PGW-C+SMF. In local breakout roaming case or non-roaming case, i.e. the associated PLMN is the serving PLMN, the UE can include the S-NSSAI of established PDN connections in RRC message. 5G AN selects correct AMF based on the S-NSSAI of established PDN connections in RRC message.

In case the PDN connection is home routed, i.e. the associated PLMN is the home PLMN, the S-NSSAI provided by PGW-C to UE is S-NSSAI in HPLMN. In this case, UE sends the S-NSSAI in HPLMN to AMF in NAS. The AMF determine the corresponding S-NSSAI in VPLMN, e.g. via local provision mapping information or query from NSSF, and select a final AMF, which may be different from the one selected by 5G AN, based on the S-NSSAI (in VPLMN) of established PDN connections.
V-SMF selection during IDLE state mobility
With N26 case:

The UE includes the S-NSSAI of corresponding PDN connection together with default EBI into registration request. The Context retrieved from MME includes default EBI. Thus, the AMF can correlate the S-NSSAI with corresponding PDN connection.
For home routed roaming case, the UE provides the S-NSSAI of HPLMN to AMF in NAS and the AMF determines the S-NSSAI of VPLMN, e.g. via local provision information or NSSF.

The AMF selects the V-SMF(s) based on the S-NSSAI(s) of the VPLMN associated with the established PDN connection(s).

Without N26 case:
The UE includes HPLMN value of S-NSSAI(s) associated to the PDU Session ID of each established PDN connection(s) in registration request. The AMF determines its corresponding VPLMN value of the S-NSSAI, e.g. via NSSF or local provision information. In Registration Accept message, the AMF includes the VPLMN value of the S-NSSAI(s) associated to PDU Session ID of each established PDU Session(s) in the message. Hence, UE knows VPLMN value of S-NSSAI associated to each established PDU Session, and can include S-NSSAI in PDU Session Establishment Request. The AMF selects V-SMF based on S-NSSAI received in PDU Session Establishment Request.
6.7.3
Procedures

6.7.3.1
Registration with AMF and V-SMF change during CONNECTED state mobility
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Figure 6.7.3.1-1: AMF/V-SMF relocation during registration procedure when UE is in CM-CONNECTED state

1.
UE sends Registration request to the interim AMF. The UE includes HPLMN value of S-NSSAI(s) associated with established PDN connection(s) and its corresponding default EBI in Registration request. This is for the case that the UE get the S-NSSAI from the HPLMN and not able to map it to the S-NSSAI of VPLMN. 
3.
A final AMF is selected by interim AMF based on subscribed S-NSSAI(s), S-NSSAI(s) associated with established PDN connection(s) which can be the S-NSSAI of HPLMN, and UE requested NSSAI. The interim AMF may query NSSF or based on the local provision mapping information for Allowed S-NSSAI determination. If the interim AMF is not provided with VPLMN value of S-NSSAI(s) associated with established PDN connection(s) by the UE, the interim AMF provides the HPLMN value of S-NSSAI(s) associated with established PDN connection(s) to NSSF, and NSSF will provide its corresponding VPLMN value to the interim AMF in response.

4.
The interim AMF forwards the registration request to final AMF as in step 7a of figure 4.2.2.2.3-1 in clause 4.2.2.2.3 of TS 23.502 [3], with the following enhancement:

An indication is included in the message to indicate that the registration is in CM-CONNECTED state, so that the final AMF will not retrieve UE context based on mapped GUTI in the registration request.
5.
TS23.502 Step 4 ~ 16 of figure 4.2.2.2.2-1 or step 8~16 of figure 4.2.2.2.2-1, excluding step 10, are performed.

6.
The final AMF selects the final V-SMF(s) based on VPLMN value of S-NSSAI(s) associated with the established PDN connection(s).

7.
For each established PDU Session, the final AMF determine the related final V-SMF based on the VPLMN value of S-NSSAI. If the selected final V-SMF is different from the interim V-SMF, the final AMF invokes Nsmf_PDUSession_CreateSMContext to the selected final V-SMF, including the interim V-SMF ID in the message.

8.
The final V-SMF retrieves SM context from interim V-SMF based on V-SMF ID received from AMF.

10~16. Handover the PDU session user plane path to the final V-UPF. After step 12, the uplink path has been switched, and after step 15, the downlink path has been switched. The PGW-U+UPF sends end marker via interim V-SMF after step 15.

21. The final AMF notifies the interim AMF by invoking Namf_Communication_RegistrationCompleteNotify after the sessions have been switched to final V-SMF/V-UPF. The interim AMF can release session in interim V-SMF and V-UPF.

6.7.3.2
Registration with AMF and V-SMF change during IDLE state mobility
See the related description in clause 6.7.2.

6.7.4
Impacts on existing entities and interfaces
AMF/V-SMF selection during CONNECTED state mobility

AMF:
-
During the connected state and registration procedure is ongoing, AMF is enhanced to support the AMF reallocation.

-
For each PDU Session, at the Registration Accept message, the associated S-NSSAI of VPLMN is returned to UE.

AMF/V-SMF selection during IDLE state mobility

UE:
-
Include the default EBI and S-NSSAI, which can be the HPLMN value, in the Registration Request message.

AMF:
-
For each PDU Session, at the Registration Accept message, the associated S-NSSAI of VPLMN is returned to UE.

6.7.5
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

6.8
Solution #8: Connected mode mobility from EPC to 5GC

6.8.1
Introduction

Key issue 2 raises questions on AMF selection and V-SMF selection during the mobility procedure from EPC to 5GC. As there is no assumption that the mechanisms of AMF selection and V-SMF selection for Idle state UE and Connected state UE are same, this solution only considers Connected mode mobility from EPC to 5GC.
6.8.2
Functional description
In order to select appropriate AMF and V-SMF based on the information of network slices that the UE is using, this solution makes following assumptions:
-
The S-NSSAIs that the UE is using need to be known by the NF that executes the selection.
-
Legacy EPC nodes are not required to be enhanced to support S-NSSAI-based AMF or V-SMF selection.
-
Current EPC and 5GC interworking procedure should be used as the baseline.
Based on such assumptions, this solution proposes an S-NSSAI based AMF and V-SMF selection mechanism.
In this solution, it is assumed that only combo nodes in EPC are allowed to be enhanced, i.e. PGW-C+SMF and HSS+UDM.
During the PDN connectivity establishment procedure, as described in current specification TS 23.501, the PGW-C+SMF will receives from the UE an ePCO containing PDU session ID, and determines the S-NSSAI corresponding to the PDN connection based on the operator policies, e.g. PGW address and APN. Therefore, the PGW-C+SMF can know the information of the slice the UE is accessing. In order to let the 5GC NFs obtain such information, this solution proposes to store the S-NSSAI information into the HSS+UDM.
When the inter-system handover from EPC to 5GC is performed, during the handover preparation phase, the MME selects AMF as defined in the TS 23.502 rel 15. The selected AMF firstly fetches UE subscription data containing pairs of default EPS bearer ID and S-NSSAI from the HSS+UDM, and then determines whether it can serve all slices identified by S-NSSAIs fetched from the HSS+UDM. If the selected AMF can not serve all S-NSSAIs, it requests NSSF to select a target AMF/AMF set based on the S-NSSAIs.
After the target AMF is determined, the old selected AMF initiates an AMF relocation procedure as specified in the TS 23.502. The old selected AMF also provide the target AMF the pair of EBI and S-NSSAI information. The target AMF can select a correct V-SMF based on S-NSSAI for each PDU session which is anchored in another PLMN.
6.8.3
Procedures

6.8.3.1
Enhancement to PDN connection establishment
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Figure 6.8.3.1-1: PDN connection establishment enhancement
For each PDN connection, after the PGW-C+SMF determines the associated S-NSSAI based on operator policies, it stores the identity of the PDN connection and the S-NSSAI associated with the PDN connection into the HSS+UDM.
The S-NSSAI stored in the HSS+UDM will be used for AMF selection and V-SMF selection.
6.8.3.1
Enhancement to handover preparation from EPC to 5GC
The enhancement to the handover procedure is quite similar as the AMF relocation procedure defined in the clause 4.2.2.2.3 in TS 23.502 [3].
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Figure 6.8.3.1-1: Enhancement for Handover preparation from EPC to 5GC
According to the existing handover procedure from EPC to 5GC, the MME selects an AMF and sends Forward Relocation Request to the AMF. This AMF is called initial AMF in this solution.
In order to determine a suitable serving AMF, the initial AMF uses the step 3 of "Registration with AMF re-allocation" procedure in TS 23.502 [3] to fetch slice interworking related subscription data first, i.e. pairs of EBI and S-NSSAI, and then the initial AMF knows the S-NSSAIs that the UE is using. The initial AMF selects the target AMF based on these S-NSSAIs.
The target AMF completes the handover preparation in the target side, and responds the MME with a Forward Relocation Response.
6.8.4
Impacts on existing entities and interfaces
Editor's note:
This clause describes impacts on existing entities and interfaces.

6.8.5
Evaluation

Editor's note:
This clause provides an evaluation of the solution.
6.X
Solution #X: <Solution Title>

6.X.1
Introduction
Editor's note:
This clause lists the key issue(s) addressed by this solution.

6.X.2
Functional description

Editor's note:
This clause outlines solution principles, assumptions and high-level architectures, etc.

6.X.3
Procedures

Editor's note:
This clause describes high-level procedures for the solution.
6.X.4
Impacts on existing entities and interfaces
Editor's note:
This clause describes impacts on existing entities and interfaces.

6.X.5
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

7
Evaluation
Editor's note:
This clause will provide a general evaluation of the solutions, if needed.
8
Conclusions

Editor's note:
This clause will capture conclusions from the study.
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