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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

This technical report studies and evaluates architecture enhancements to address the following objectives:

Objective I: Enable CIoT/MTC functionalities in 5G CN.

The objective is to study how to support identified CioT/MTC functionalities in 5G CN with potential connectivity to WB-EUTRA (eMTC) and/or NB-IoT for 5GS capable devices.

The following CIoT/MTC functionalities need to be evaluated and studied how to enable them in 5G CN, if needed:

-
Equivalent overall functionalities as provided by SCEF for CIoT/MTC.
-
Monitoring.
-
Small data transmission (infrequent and frequent small data transmission including frequent small data transmission from tracking devices).
-
Additional power saving functions unless those are supported for 5G system in Rel-15.

-
Non-IP Data Delivery.
-
Overload control (as relevant in 5G CN).
-
Support of Coverage enhancement including adaptations in 5G CN required to support latencies.
-
Equivalent to Group communication and messaging.
-
Reliable communication via functionality equivalent to SCEF.
-
Inter-RAT mobility support to/from NB-IoT.

-
High latency communication.
-
Include location services procedures for IoT in 5G location services.
NOTE:
Attach without PDN connection and non-IP PDN Connection type is already supported in 5G CN (TS 23.501 [5]).
Ensure that regulatory requirements can be fulfilled at the same level as in EPC.

Objective II: Co-existence and migration from EPC based eMTC/NB-IoT to 5GCN.

Study solutions for coexistence and migration from EPC towards 5G CN for eMTC/NB-IoT.
This objective will study solutions where the same service is offered to some UEs connected to EPC and some UEs connected to 5G CN e.g. using SCEF and equivalent functionalities in 5GCN.  Solutions that assume that 5G CN needs to support EPC NAS signalling for legacy IoT devices access are not considered.

Any modifications in the EPC-5GC interworking "baseline" specific to CIOT will also be discussed as part of Objective II.

Objective III: 5G System enhancements to address 5G service requirements (based on TS 22.261 [2] and TR 38.913 [3]).

To study system architecture enhancements to address related service requirements defined in TS 22.261 [2] and RAN requirements defined in TR 38.913 [3] and how to enable them in 5G CN, if needed. At least the following service requirements have been identified:
-
Enable the change of association between subscription and address/number of an IoT device within same operator and in between different operators.

-
Restricted Registration procedure to allow IoT device provisioning.
Any system implications for the RAN will be coordinated with RAN WGs.

This study is not going to study enhancements to EPC.

2
References
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3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

Abbreviation format (EW)

<ACRONYM>
<Explanation>

4
Architectural Assumptions and Principles
The following architecture assumptions and principles apply:

-
The assumption is that WB-E-UTRA and NB-IoT are connected to 5GC via N2/N3.
-
Regulatory requirements (e.g. LI) shall be fulfilled at the same level as in EPC.
-
No architectural enhancements made to EPC.

-
APIs for CIoT related services provided to the SCS/AS shall be common for UEs connected to EPS and 5GS.

NOTE:
The level of support of the API may differ between EPS and 5GS.
-
Support for small data delivery using IP data and Unstructured (Non-IP).

-
At least equivalent level of security for UEs used for CIoT in 5GS system as in EPS.
NOTE:
Security may need to be investigated by SA WG3.
-
Equivalent or reduced level of power consumption for UEs used for CIoT in 5GS system to that in EPS shall be supported.
-
UEs used for CIoT can be mobile or nomadic/static, and resource efficiency should be considered for both for relevant optimization(s).
-
The 5GS system is assumed to operate with a large number of UEs used for CIoT in the system and be able to appropriately handle overload and congestion situations.
5
Key Issues
5.1
Key Issue 1: Support for infrequent small data transmission
5.1.1
Description

This key issue aims to provide solutions to support efficient infrequent small data transmissions for at least low complexity, power constrained, and low data-rate CIoT UEs. In some of the usage scenarios the devices (e.g. utility meters) may not be mobile throughout their lifetime. It is expected that the number of CIoT devices will increase exponentially but the data size per device will remain small.

5.1.2
Architectural requirements

This key issue addresses infrequently sending and receiving small data with the following architectural requirements:
-
Resource efficient system signalling load (especially over the Radio interface).
-
An at least equivalent level of security mechanisms for CIoT in 5G system as in EPS.
-
Equivalent or reduced level of power consumption for UEs used for CIoT in 5GS system as in EPS.
-
Minimal Access Stratum changes required for NB-IoT/eMTC UEs to connect to 5GS.
-
Support for the following small data transmissions:

-
single packet transmission (UL or DL).
-
dual packet transmission (UL with subsequent DL, or DL with subsequent UL).
-
multiple packet transmission (one or a few UL and/or one or a few DL (in any combination or order)).
-
Support for delivery of IP data and Unstructured (Non-IP) data.
-
Support for charging, roaming and policy control.
-
Support API(s) for infrequent small data transmission and capability exposure to AF.
-
Support of Exception Report for NB-IoT in 5G system as in EPS.

5.1.3
Architectural baseline

The following architectural baseline assumptions should be considered:

-
Small data can be exchanged using either the northbound API interface between 5GC and AF or the N6 interface between UPF and AF.

-
The 5GS network function terminating the northbound API is assumed to support message based charging.
5.1.4
Open issues
The following open issues remains to be studied:

-
Efficient handling of nomadic/static and mobile usage scenarios.

-
Whether and how small infrequent User Data delivery via Control Plane and/or User Plane in the 5GS is supported.
-
Assumptions on UE indication of preferred and supported network behaviour (see TS 23.401 [4], clause 4.3.5.10) may be required: A UE includes in a Preferred Network Behaviour indication the Network Behaviour the UE can support and what it would prefer to use.

-
Whether PDU sessions need to be established to exchange infrequent small data.
-
Identify whether specific AMF/SMF selection for CIoT devices is needed.

-
How to support Exception Report in the manner of infrequent small data transmission.
NOTE:
This key issue may have some dependencies to the key issues for High Latency Communications.

5.2
Key Issue 2: Frequent small data communication
5.2.1
Description

This key issue aims at providing a solution to support efficient frequent small data transmissions for CIoT, e.g. tracking devices for both Mobile Originated (MO) and Mobile Terminated (MT) use cases. It is expected that the number of such devices can increase exponentially, but the data size per device will remain small. Traffic characteristics for UEs used for CIoT using frequent small data transmissions may lead to inefficient use of resources in the 3GPP system and high UE power consumption without use of appropriate optimization.

Frequent small data communication targets optimizations that can meet both architecture requirements on UE power consumption and resource efficient system signalling in a balanced way. A traffic pattern is assumed where small data transmissions may occur from a few small data transmissions per hour to multiple small data transmissions per minute.

The objective of this key issue is to ensure optimized transmission with IP based and non-IP based protocols. Failure to do so may lead to sub-optimal transmission characteristics with increased signalling and UE power consumption.
5.2.2
Architectural requirements

In addition to the common requirements in clause 4, the following architecture requirements shall be supported in 5GS:

-
It shall be possible to transmit frequent small data with consideration of resource-efficiency and UE power efficiency.
-
Minimal Access Stratum changes required for NB-IoT UEs to connect to 5GS.
-
Support for delivery of IP data and Unstructured (Non-IP) data.
-
Support for the following small data transmissions:

-
single packet transmission (UL or DL).
-
dual packet transmission (UL with subsequent DL, or DL with subsequent UL).
-
multiple packet transmission (one or a few UL and/or one or a few DL (in any combination or order)).
-
An at least equivalent level of security mechanisms for CIoT in 5G system as in EPS.
-
Equivalent or reduced level of power consumption for UEs used for CIoT in 5GS system as in EPS.
-
Support for charging, roaming, policy control.
-
Support of Exception Report for NB-IoT in 5G system as in EPS.
5.2.3
Architectural baseline

The following are considered architecture baselines for this key issue:

-
The 5GS network function terminating the T8 NIDD API is assumed to support message based charging.

-
The AF (i.e. SCS/AS) shall be able to access frequent small data service via an API equivalent to T8 NIDD API.
-
The AF (i.e. SCS/AS) shall be able to access frequent small data communication over N6.

5.2.4
Open issues

The following open issues for supporting key issue Small data frequent communication:

-
How to enable frequent small data transmissions (see clause 5.2.1) in a resource-efficient and UE power efficient way in 5GS.
-
Whether and how to support Exception Report in the manner of frequent small data transmission.
5.3
Key Issue 3: High latency communication
5.3.1
Description

Functions for high latency communication may be used to handle Mobile Terminated (MT) communication with UEs being unreachable while using power saving functions (see key issue on power saving functions) and for coordinating the maximum latency between the application, the UE and the network. "High latency" refers to the initial response time before normal exchange of packets is performed and may be further classified into shorter and longer latencies. That is, the time it takes before a UE has woken up from its power saving state and responded to the initial downlink packet(s).
In EPC (see TS 23.682 [6]) high latency communication is handled by the following two mechanisms:

-
Extended buffering of downlink data in the network: The data is buffered until the UE wakes up from its power saving state and moves to ECM-CONNECTED state, when the buffered downlink data is conveyed to the UE.

-
Notification procedures: An AF (i.e. SCS/AS) may request notification when a UE wakes up or is expected to wake up from its power saving state, to send the downlink data to the UE when the UE becomes reachable.
Similar approaches may be considered for 5GC. Extended buffering is not recommended for UEs using very long sleep durations.
5.3.2
Architectural requirements

In addition to the common requirements in clause 4, the following architecture requirements shall be supported for high latency communication in the 5G system:

-
Send DL data to UEs at the earliest possible opportunity when the UEs are applying power saving functions, followed by subsequent return to power saving state when the data has been delivered.

-
Coordination of the UE sleep duration between the Application, the UE and the network.

-
Provide the AF (i.e. SCS/AS) with UE status information (e.g. reachability notification or the time when the UE is expected to be reachable).
5.3.3
Architectural baseline
-
5GS enhanced with resource efficient buffering until UE wakes up from its power saving state.
-
The buffered downlink data can be forwarded, if needed, between the network function instances that provide the buffering to avoid packet loss.
-
Support for UE status information related to power saving functions (e.g. UE reachability) reporting to SCS/AS.
-
The 5GS may receive parameters related to reachability and buffering via the Network Parameter Configuration API.

5.3.4
Open issues

The following issues shall be considered:

-
Study how to support high latency communication when power saving solutions are used in 5GS.
-
Study where downlink data can be buffered.
-
Study which monitoring events can be generated.
-
Study whether the 5G system should support obtaining Maximum Latency parameters from the UE via NAS signalling.
NOTE:
This key issue may have some dependencies to the key issues for Power saving functions, Infrequent small data communication, Frequent small data communication and Network Parameter Configuration API via NEF.

5.4
Key Issue 4: Power Saving Functions

5.4.1
Description

EPC supports Power Saving Mode (PSM) and Extended Idle Mode DRX (eDRX). This key issue addresses how equivalent EPS power saving functions and 5G enhancements will be supported in the 5G system allowing connectivity between 5GC and WB-EUTRA (eMTC) and/or NB-IoT devices.
E-UTRAN (both WB-E-UTRAN and NB-IoT) already supports extended idle mode DRX functionality and the same is assumed to be available when E-UTRAN is connected to 5GC: operators have begun deploying eDRX support for NB-IoT/eMTC and are expecting continued support of eDRX regardless of whether E-UTRAN is connected to EPC or 5GC. Therefore, this key issue aims at supporting eDRX in 5GC.

Furthermore, as already studied for EPC, extended idle mode DRX has a limitation in the amount of time the UE can be in deep sleep (~45 minutes for WB-E-UTRAN and ~3hs for NB-IoT). Therefore, a NAS based approach should be adopted as well to support sleep cycles similar to the ones supported by PSM in EPC.

Therefore two tracks of this key issue should be studied:

-
Track 1: 5G NAS/5GC support of extended idle mode DRX.
-
Reuse as is the RAN aspects of extended idle mode DRX already supported in WB-E-UTRAN and NB-IoT.
-
Include NAS, N2, subscription and CN handling aspects of extended idle mode DRX feature.
-
Track 2: NAS based approach addressing very long delay tolerance for MT data, i.e. sleep cycles similar in duration as supported by PSM in EPC.

-
NAS based solution with no/minimal RAN impact that allows for sleep periods of up to similar duration as in EPC PSM.

NOTE 1:
How the SCS/AS influences the configuration of the power savings functions will be impacted by the conclusion of the "Network Parameter Configuration API via NEF" key issue.
NOTE 2:
Reachability and buffering aspects will be addressed in the key issue on high latency communication.

5.4.2
Architectural requirements

Architecture goals for UE power consumption optimizations include:

-
Solutions shall enable UE power savings while also supporting mobile terminating communications with a delay governed by the duration of the UE's sleep cycles.
-
Solutions shall enable UE power savings while also supporting delay-sensitive mobile terminating communications triggered by mobile originated communications.

-
Solutions shall optimize UE power savings according to expected and desired UE and application behaviour (e.g. communication pattern) if such information is available.
-
Sleep cycle durations supported by 5GC should be the same as supported by eDRX and PSM in EPC.
5.4.3
Architectural baseline

Track 1: 5G NAS/CN will be updated to support extended idle mode DRX for sleep cycles up to ~45 minutes for WB-E-UTRAN and ~3 hours for NB-IoT as follows:
-
5G NAS to support eDRX sleep cycle negotiation during registration/registration update, etc.

-
Subscription information to be enhanced by extended idle mode DRX parameters.
-
AMF to support Hyper SFN, Paging Hyperframe and Paging Time Window length as described in TS 23.682 [6] for paging the UE.
Editor's note:
Support for eDRX functionality by E-UTRA connected to 5GC as described above to be confirmed by RAN groups.
Track 2: NAS based approach addressing very long delay tolerance for MT data, i.e. for sleep cycles similar in duration as supported by PSM in EPC.

-
Power Saving Function (e.g. the MICO mode, PSM), enabling sleep periods similar in duration to those supported by PSM in EPC is negotiated at NAS.

5.4.4
Open issues

-
No open issues for Track 1, translation of signalling to 5G CN should be straightforward.

-
For Track 2, how to ensure that pending downlink data can be delivered to the UE when the UE wakes up from a sleep cycle.

-
For 5GS enhancements how 5GS is configured with the UE's and application's expected and desired behaviour and and how the 5GS fulfils those requirements.

-
Support for eDRX in RRC_Inactive is FFS.
NOTE:
This key issue may have some dependencies and relations to other key issues including high latency communication, etc.

5.5
Key Issue 5: UE TX Power Saving Functions
5.5.1
Description

It is observed that when UE communicates with network, the TX power consumption of each data transmission is more than ten times of the RX power consumption and the TX power consumption contributes much to the UE whole power consumption. So, optimizing the TX power consumption is an effective way to improve UE power saving.

This key issue aims to optimize UE TX power consumption under certain conditions, e.g. in weak coverage, with high latency application, or other any conditions under which UE TX power consumption can be improved.
NOTE:
In this key issue UE TX power consumption optimization should be considered only at system level.
5.5.2
Architectural requirements

The following architecture requirement shall be supported:

-
It shall be possible to optimize UE TX power consumption under the identified conditions.
5.5.3
Architectural baseline

5.5.4
Open issues
-
To identify the conditions under which UE TX power consumption can be improved.

5.6
Key Issue 6: Management of Enhanced Coverage
5.6.1
Description

Both NB-IoT and WB-E-UTRA, with enhancements for MTC radio access technologies are expected to be used in 5G to provide radio access support for massive IoT. Both these RATs support Enhanced Coverage (EC) based on radio signal repetitions. Radio signal repetition is costly and therefore management of the feature is important from overall system cost perspective.
5.6.2
Architectural requirements

The following functionality should be supported:

-
Enable an Application Server/Function to query the status of the enhanced coverage restriction for a UE.
-
Means for the 5GC to restrict UE usage of the EC feature.
-
Enable an Application Server/Function to enable, or to disable the EC restriction for a particular UE.
-
Temporary storage of RAN parameters in 5GC, related to the EC feature.

-
Indication of UE capability of CE mode B support to the 5GC.

-
Storage of restriction of use of EC as part of subscription parameter in UDM.

5.6.3
Architectural baseline

Baseline for EC support for 5G, is the T8 API towards the AF/AS and the 5GS architecture.

5GC already support monitoring/exposure function of certain UE aspects, see TS 23.502 [7], clause 4.15. The exposure functionality already specified should be considered when enabling an Application Server/Function to query the status of the enhanced coverage restriction for a UE.
The AMF receives, at N2 release, RAN parameters, important for paging a UE in EC. The AMF shall store the parameters during the time the UE is in CM-IDLE and return the parameters to RAN in a subsequent paging message unless the UE is restricted from using EC. Same or similar IE as the Information Element UEPagingCoverageInformation is used for this purpose in 5GS.

Use of Enhanced Coverage can be restricted per subscriber per PLMN in the UDM. If the Enhanced Coverage is restricted as per subscription or based on local configuration then the AMF informs:
-
the UE as part of the Registration procedure.
-
the RAN whenever the UE context is established or modified in the RAN.

5.6.4
Open issues

Compared to EPC there are a few new aspects in 5GS that should be studied and considered in proposed solutions:
-
OI1: Impacts to the Enhanced Coverage feature due to MICO mode and any other power save solutions proposed and studied for 5GS.

-
OI2: Impacts, if any, to the Enhanced Coverage feature due to RRC_Inactive feature.

-
OI3: Signalling details for status query of Enhanced Coverage restriction and enabling/disabling Enhanced coverage restriction by Application Server/Function.
5.7
Key Issue 7: Overload Control for small data
5.7.1
Description

In EPC two solutions are provided for small data communication a.k.a. CIoT optimizations: User Plan CIoT EPS optimization and Control Plane CIoT EPS optimization. For the Control Plane CIoT EPS optimization overload control mechanism is defined in EPC to protect the MME and the Signalling Radio Bearers (SRBs) in the E-UTRAN from the load generated by NAS Data PDUs. This key issue aims to study whether and how equivalent overload control mechanism can apply for NB-IoT and WB-E-UTRA connected to 5GC.

NOTE:
The Overload control for 5G IoT depends on the selected solution for small data communication.
5.7.2
Architectural requirements

The following architecture requirement shall be supported:

-
The system should support procedures to handle the overload from data transmission via the control plane (if data transmission via control plane is agreed as a feature in 5GS).

-
The system should allow Exception Report during overload control.

5.7.3
Architectural baseline

Depending on the selected solution for small data communication in 5GS, similar functionality e.g. control plane data back-off timer, control plane overload start indication and service gap as applied in the EPC can be applied to protect the 5GS control plane from overload when used to transport user data packets.

5.7.4
Open issues

The following open issues remains to be studied.

-
In what network function(s) can the overload conditions occur, and where should the overload control be executed?

-
What are the function and procedures required to handle overload?

-
How to allow Exception Report when network function is in overload condition?

5.8
Key Issue 8: Support of the Reliable Data Service
5.8.1
Description

This key issue will address how to enable the Reliable Data Service for unstructured PDU sessions and functionality equivalent to the Reliable Data Service.
NOTE:
Solutions to this key issue will likely depend on solutions to several other key issues (e.g. Frequent and Infrequent Small Data key issues).

5.8.2
Architectural requirements

-
In an unstructured PDU session type, it shall optionally be possible to provide for reliability and the detection and elimination of duplicate packets between the UE and the PDU session termination point.

-
AF's shall be able to send and receive data via a set of exposed APIs.

-
When an AF uses an exposed API to send and receive data:

-
It shall optionally be possible for the sender to indicate whether or not the data needs to be sent with reliability or not.

-
It shall optionally be possible to identify the sending and receiving application.

-
UE and Network shall be able to indicate its support for reliable communication.

5.8.3
Architectural baseline

-
It shall be an option to use the Reliable Data Service protocol (defined in TS 24.250 [8]) to provide for reliability and the detection and elimination of duplicate packets between the UE and the unstructured PDU session termination point as well as a means for identifying the sending and the receiving application.
-
The APIs that are exposed to the AF will support the functionality and features that are exposed on the T8 interface by the Non-IP Data Delivery APIs that are defined in TS 29.122 [9] so that the T8 APIs may be re-used in 5GC.
5.8.4
Open issues

-
What NF is used as the PDU session termination point (UPF, NEF, etc.) will be decided as part of other key issues (e.g. Frequent and Infrequent Small Data key issues).

-
How reliable communication is enabled and disabled (e.g. based on static DNN configuration, or using dynamic mechanism).
5.9
Key Issue 9: Support of common north-bound APIs for EPC-5GC Interworking
5.9.1
Description

An IoT UE can possibly switch between EPC and 5GC. An authorized third party service provider should be able to get access to authorized and available services when the UE is either on EPC or on 5GC. This key issue will address architectural issues that may arise when a UE switches between being served between EPC and 5GC.
NOTE:
Evaluation of solutions to this key issue should consider whether there are any CAPIF impacts.
5.9.2
Architectural requirements

-
An authorized third party service provider should be able to get access to authorized and available services when the UE is either on EPC or on 5GC.
5.9.3
Architectural baseline

5.9.4
Open issues

-
Whether the UE's movement between EPC and 5GC will cause the API termination point(s) associated with the UE to change.

-
Whether it is possible for the exposure function (e.g. SCEF or NEF) serving a UE to change.

-
If so, then how the AF determines what node to direct API requests towards.

-
If so, then how the new node gets the UE's context (i.e. NIDD Configuration, Monitoring Event Configurations, etc.).
5.10
Key Issue 10: Network Parameter Configuration API via NEF
5.10.1
Description

This key issue addresses how the Network Parameter Configuration API may be implemented the Nnef interface.

TS 23.682 [6] defines a Network Parameter Configuration procedure on the T8 interface. The procedure is used by the SCS/AS to provide the EPS with suggested parameter values for Maximum Latency, Maximum Response Time and Suggested Number of Downlink Packets.

In the EPS, these values are used to influence the UE's PSM, extended idle mode DRX, and extended buffering configurations. However, the SCS/AS is largely unaware of the details of the power savings techniques that are used by the network (e.g. PSM and eDRX). From the SCS/AS point of view, the UE is essentially reachable or unreachable.

The SCS/AS provides Maximum Latency as a guide for the maximum amount of time between UE reachability events.

The SCS/AS provides Maximum Response as a guide for how much time the SCS/AS needs to begin sending data to the UE after receiving a reachability notification.

The SCS/AS provides the Suggested Number of Downlink Packets parameters to configure how many packets should be buffered by the network when the UE is not reachable.

This key issue will examine how, in 5GS, the AF (i.e. SCS/AS) may provide Maximum Latency, Maximum Response, and Suggested Number of Downlink Packets to the 5GS and expect network behaviour similar to EPS.
5.10.2
Architectural requirements

-
The Nnef interface should allow the AF to provide a Maximum latency parameter as a guide for the maximum amount of time between UE reachability events.

-
The Nnef interface should allow the AF to provide a Maximum Response parameter as a guide for how much time the AF needs to begin sending data to the UE after receiving a reachability notification.

-
The Nnef interface should allow the AF to provide a Suggested Number of Downlink Packets parameter to configure how many packets should be buffered by the network when the UE is not reachable.
5.10.3
Architectural baseline

-
As is done on T8, the AF will use the Network Parameter Configuration API to provide the NEF with Maximum Latency, Maximum Response Time, and Suggested Number of Downlink Packets.

-
The NEF will provide the Maximum Latency, Maximum Response Time, and Suggested Number of Downlink Packets parameters to the UDM or UDR and the values will be added to the UE's subscription information.

NOTE 1:
Whether UDM or UDR is used depends on whether it is concluded that per subscriber authorisation and/or data validation is required.

-
The UDM/UDR will provide the Maximum Latency, Maximum Response Time, and the Suggested Number of Downlink packets to the NFs that use them.

-
An NF that buffers downlink data may use the Suggested Number of Downlink Packets parameter as a guide for configuring whether or not buffering should be enabled and the amount of data to be buffered.

NOTE 2:
This key issue is dependent on and should adapt to the outcome of other key issues (e.g. power saving, high latency, etc.).

5.10.4
Open issues

-
How and whether Maximum Response Time is used to configure power saving functions and impact a UE's reachability for downlink data.

-
How the 5GS uses the Maximum Response Time parameter to determine when to send reachability notifications to the AF.

-
How and whether Maximum Latency is used to configure power saving functions and impact a UE's reachability for downlink data.

-
How and whether the Suggested Number of Downlink Packets parameter impacts buffering.

-
How the UDM knows what NF to provide the Suggested Number of Downlink Packets to (i.e. what PDU session the setting applies to).

-
Whether the NEF adds parameters to the UE's subscription information via the UDM or directly to the UDR (i.e. do parameter updates need to be authorised per subscriber and/or is any data validation is required prior to storage).

-
It is FFS how the Network Parameter Configuration API and the Maximum Response, Maximum Latency, and Suggested Number of Downlink Packets parameters are used may be impacted by solutions/conclusions to other key issues within this study (e.g. 5GS small data, high latency communication, and power saving functions solution(s)).

NOTE:
Where buffering occurs will be decided as part of the High Latency Communication key issue.
-
It is FFS whether other parameters may be need to configure power saving functions and buffering in 5GS.

5.11
Key Issue 11: Monitoring
5.11.1
Description

Rel-15 5GC supports event monitoring for many of the same or similar events as EPC. This key issue will address how to add support to 5GC for any monitoring features that are supported in EPC but not 5GC. The key issue shall also make an assessment of the relevance for any identified features in 5GC. This key issue will also address how monitoring event configurations are handled when the UE moves between EPC and 5GC.

5.11.2
Architectural requirements

-
Monitoring Events that are available via the T8 interface in EPC should also be available in 5GC.

5.11.3
Architectural baseline

-
The Monitoring Events that are already available in Rel-15 5GC are assumed to be reused as much as possible.

5.11.4
Open issues

-
Identify missing monitoring events, assess their relevance in 5GC, and study how to add any identified relevant events in 5GC.

-
How is Monitoring Event Configuration information handled or transferred when a UE moves from EPC to 5GC.

-
Depending on solutions to the Interworking KI, does the node that is supposed to receive the report (NEF or SCEF) change when a UE moves between EPC and 5GC.

5.12
Key Issue 12: Inter-RAT mobility support to/from NB-IoT
5.12.1
Description

In Rel-14, inter-RAT mobility to/from NB-IoT without the need to detach/reattach was introduced with a CN only approach with three aspects:

-
Force TAU triggering UE via different TAs for different RAT types WB-E-UTRAN and NB-IoT.
-
Maintaining two separate UE radio capabilities in the CN (MME) depending on whether they were received when the UE was camping on WB-E-UTRAN or NB-IoT.

-
PDN connection handling based on subscription.

5.12.2
Architectural requirements

The architectural requirements are:
-
Intra-PLMN idle mode inter-RAT mobility to and from NB-IoT should be supported in a radio, core network and battery efficient manner. The other RAT to be supported are NR, WB-E-UTRAN.
Editor's note:
Additional considerations for GERAN/UTRAN are FFS.

-
The solution should enable data sent on different RATs to be correctly recorded on CDRs.

-
The HPLMN should be able to influence which DNNs/S-NSSAIs are maintained, reconnected or disconnected at inter-RAT idle mode mobility to/from NB-IoT.
5.12.3
Architectural baseline

The architecture baseline uses the EPC solution as baseline for the core network aspects:
-
It is assumed that the UE radio capabilities provided by the UE in NB-IoT are different from the UE radio capabilities provided by the UE in WB-E-UTRAN and NR.

-
Therefore two sets of capabilities are maintained by the AMF:

-
UE radio capabilities provided while UE is camping on NB-IoT are stored in AMF and provided to the RAN only when the UE is camping on NB-IoT.

-
UE radio capabilities provided while UE is camping on WB-E-UTRAN or NR are stored in AMF and provided to the RAN only when the UE is camping on WB-E-UTRAN or NR.
-
When the UE preforms inter-RAT idle mode mobility to/from NB-IoT, the SMF decides, based on policies received from UDM or based on local policy, whether to maintain, reconnect or release a PDU session based on the DNN/S-NSSAI information.

5.12.4
Open issues

-
How to handle established PDU Session for following idle mode mobility scenarios:
-
Between NB-IoT connected to 5GC and WB-EUTRAN connected to 5GC.
-
Between NB-IoT connected to 5GC and WB-EUTRAN connected to EPC.
-
Between NB-IoT connected to 5GC and NR connected to 5GC.
5.13
Key Issue 13: Support for Expected UE Behaviour
5.13.1
Description

The procedure for External Parameter Provisioning is supported in Rel‑15 5GC, and the Expected UE Behaviour parameters can be provided by the 3rd party via this procedure (see TS 23.502 [7], clause 4.15.6). The Expected UE Behaviour is regarded as a kind of 3rd party provided parameters set, which should also include the Communication Pattern parameters (see TS 23.682 [6], clause 5.10) which were defined for EPC mainly to optimize resource utilization for CIoT.
This key issue investigates:

-
Which parameters are necessary to be indicated to the 5GC in order to allow the 5GC to operate as effectively as EPC for devices with communication patterns and how they are provided to the AMF and to the SMF.
-
Investigate the relevance of parameters in Communication Pattern list for the procedures and features in 5GC.

NOTE:
Other key issues, such as Power Saving Functions, Network Parameter Configuration API via NEF, and High Latency Communication are affected by this Key Issue.
5.13.2
Architectural requirements

-
Communication Pattern parameters and new parameters which may be used by 5GC to optimize network resource usage should also be part of the Expected UE Behaviour parameters.

-
The 5GC authorises whether the AF is allowed to provide the parameters and checks that they are within the range allowed by the operator.

5.13.3
Architectural baseline
The architectural baseline for supporting the Expected UE Behaviour provisioning for 5G is the T8 API towards the AF/AS and the 5GS architecture.

-
The External Parameter Provisioning procedure is already available in Rel-15 5GC and is assumed to be reused and extended to support the provisioning of Communication Pattern parameters.
5.13.4
Open issues

The following open issues remains to be studied:

-
Which existing Communication Pattern parameters and new parameters (e.g. mobility related parameters) are necessary for 5GC.
-
Which parameters are provided to AMF and to SMF.

-
Whether and how the parameters provided to the 5GC are provided to the RAN.
NOTE:
Potential impacts on RAN and whether these parameters are provided to RAN will be coordinated with the relevant RAN WGs.
5.14
Key Issue 14: QoS Support for NB-IoT
5.14.1
Description

This key issue aims at studying QoS differentiation for NB-IoT. If relevant end-user use cases can be identified, the study should include the required level of QoS differentiation, if any (e.g., QoS differentiation across different UEs, QoS differentiation across PDU sessions of the same UE, QoS differentiation for different traffic flows within a PDU session of the same UE). Consideration should be given for PDU Session types used by NB-IoT (i.e., IPv6, IPv4, and Unstructured) and that dedicated bearers are not supported in NB-IoT.

The key issue should assume traffic models used by NB-IoT devices, e.g., consideration of relevance for QoS differentiation of traffic flows of small data transmission.

The key issue should include and assume exception reporting would be present for NB-IoT in 5G.

5.14.2
Architectural requirements

Study whether and how to introduce support for QoS differentiation for NB-IoT.

5.14.3
Architectural baseline

The baseline includes:

-
PDU session types can be IPv4, IPv6, or Unstructured.
5.14.4
Open issues

If relevant end-user use cases can be identified, the open issues include:

1.
The required level of QoS differentiation, if any (e.g. QoS differentiation across different UEs, QoS differentiation across PDU sessions of the same UE, QoS differentiation for different traffic flows within a PDU session of the same UE).
5.X
Key Issue X: <Key Issue Title>
5.X.1
Description

Editor's note:
This clause provides a short description of the key issue.
5.X.2
Architectural requirements

Editor's note:
This clause summarizes the architectural requirements for key issue X in 5GC taking the architectural requirements that have led to the related EPC solution as a starting point.
5.X.3
Architectural baseline

Editor's note:
This clause summarizes the agreeable architectural principles to enable key issue X in 5GC taking the related EPC solution as the starting point. If part of the key issue has already been addressed in 5GC (e.g. monitoring), then the related Rel-15 5GC principles can be listed as the baseline. Clause may also remain empty if no baseline can be agreed or if the related functionality does not exist in EPC.

5.X.4
Open issues
 Editor's note:
This clause lists the open issues for supporting key issue X.

6
Solutions
6.1
Solution 1: Infrequent small data transfer via NAS-SM
6.1.1
Introduction

6.1.1.1
General

This solution applies to Key issue 1 (support for infrequent small data transmission). The key idea of the solution is to convey small data inside NAS PDUs between UE and SMF for PDU session types IPv4, IPv6, unstructured.
Operators are not required to upgrade all SMFs to support small data transfer via NAS as the AMF is assumed to be able to select an SMF capable of small data transfer via NAS. This enables isolation from SMFs handling non-CIoT related sessions but also allows for separate scaling of SMFs supporting small data via NAS-SM.

6.1.1.2
Architecture reference models

6.1.1.2.1
Non-roaming reference architectures
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Figure 6.1.1.2.1-1: Architecture for small data delivery via NAS and N6 (non-roaming)
6.2.1.2.2
Roaming reference architectures
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Figure 6.1.1.2.2-1: Architecture for small data delivery via NAS and N6 (home-routed roaming)
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Figure 6.1.1.2.2-2: Architecture for small data delivery via NAS and N6 (roaming with local break-out)

6.1.2
Functional Description

The following principles apply:

-
Small data transfer via NAS-SM:
-
Small data is exchanged between the UE and SMF as payload of SM data transfer message in both uplink and downlink direction.
-
AMF transparently forwards downlink SM data transfer messages between UE and SMF.

-
NAS transport messages are used to transfer SM data transfer messages between UE and AMF:
-
The payload container type use for the downlink/uplink NAS transport message carrying SM data transfer message is a new container type "SM data transfer". This allows the AMF to differentiate between regular SM signaling and SM data transfer and apply overload control accordingly.

-
For uplink NAS transport, the PDU session ID allows the AMF to route the SM data transfer message to the correct SMF as stored in the UE context.
-
SM data transfer messages are associated with a PDU session.

-
For a UE in CM Idle mode, it should be possible to send an initial NAS transport message with the SM data transfer message as payload.

NOTE:
It is currently not possible to send NAS transport message as defined in TS 24.501 [10] as Initial NAS message (the UE needs to perform service request or registration procedure first to establish a secure NAS connection between UE and AMF). It is up to CT1 to decide whether a new NAS message needs to be defined, NAS transport message is extended or service request is extended to transport SM data transfer message.
-
Supported PDU session types.
-
Small data transfer supports IP and unstructured data.
-
Integrity protection, ciphering and header compression:
-
Integrity protection and ciphering for small data are performed by AMF (existing NAS PDU integrity protection and ciphering functionality are re-used as is).
-
UE and SMF may perform header compression for IP data.
-
AMF selection.
Editor's note:
How to select an AMF supporting Data over NAS is FFS.
-
SMF selection:
-
During the PDU session establishment procedure the UE indicates request for Data Transfer over NAS-SM to be enabled along with the regular information DNN, S-NSSAI if applicable. The AMF takes the Data Transfer over NAS-SM request into account to select an SMF that supports Data Transfer over NAS-SM.
Editor's note:
Support of API(s) for infrequent small data transmission and capability exposure to AF is FFS.
6.1.3
Support of EPC interworking

Editor's note:
This clause describes if and how EPC-5GC interworking is supported by this solution.
Editor's note:
How this solution interworks with EPC PDN connections is FFS.
6.1.4
Procedures

6.1.4.1
PDU Session Establishment


This procedure takes the PDU Session Establishment procedure as described in TS 23.502 [7], clause 4.3.2.2.1 as the baseline.
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Figure 6.1.4.2-1: PDU Session Establishment enabling Data over NAS-SM
1.
The UE sends a PDU session establishment request message as SM payload of a NAS transport message. The NAS transport message contains PDU session ID and a "Data transfer over NAS-SM preference" indication along with other regular information e.g. DNN, S-NSSAI, etc. if applicable.
2.
The AMF takes the received "Data transfer over NAS-SM requested" indication received from the UE into account to select an SMF that supports Data over NAS-SM if available for the requested DNN, and S-NSSAI if it applies. The AMF stores the association of the PDU Session ID and the selected SMF ID in the UE context. The network chooses to transfer data to the DN via N6.

Editor's note:
The routing of data via an API from 5GC to SCS/AS is FFS.
3.
The AMF forwards the Data transfer over NAS-SM requested indication to the SMF by invoking Nsmf_PDUSession_CreateSMContext request. The SMF replies with an Nsmf_PDUSession_CreateSMContext Response.
4.
The SMF may perform a Session Management Policy Establishment procedure.
Editor's note:
Whether Data Transfer over NAS-SM is enabled/allowed by Policy rules received from PCF is FFS.

5.
The SMF selects a UPF.

6.
The SMF configures the UPF for data transfer via N4.

7.
The SMF sends a PDU Session Establishment Accept providing indication that Data Over NAS-SM is enabled for this PDU session without including the N2 SM container.8.
The AMF forwards the NAS message to the UE.

6.1.4.2
Mobile Originated Data Transport via NAS-SM
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Figure 6.1.4.2-1: Mobile Originated Data Transport via NAS-SM
0.
The UE is in CM-IDLE.

1.
The UE establishes an RRC connection and sends a NAS PDU as part of this. The NAS PDU carries encrypted uplink data as payload of an SM data transfer message and a PDU session ID. The UE may also include Release Assistance Information in the SM data transfer message indicating whether no further uplink or downlink data transmissions are expected, or only a single downlink data transmission (e.g. acknowledgement or response to uplink data) subsequent to this uplink data transmission is expected.
2.
NG-RAN forwards the NAS PDU to the AMF.

3.
AMF checks the integrity of the incoming NAS PDU and decrypts the data it contains.
4.
AMF forwards the data to the (V-)SMF handling the PDU session identified by the PDU session ID contained in the NAS transport message.

Editor's note:
Whether a new or an existing service operation of SMF should be invoked in this step is FFS.
5.
The (V-)SMF decompresses the header if header compression applies to the PDU session. The V-SMF forwards the data to the UPF. (In the home-routed roaming case, the UPF may forward the data to a different UPF in the HPLMN via N9.) The UPF forwards the data to the DN, In case of unstructured data, tunneling may be applied according to clause 5.6.10.3 in TS 23.501 [5].

6.
[Conditional] The UPF forwards available downlink data to the (V-)SMF.
7.
[Conditional] The (V-)SMF compresses the header if header compression applies to the PDU session and encapsulates the downlink data as payload in an SM data transfer message. The (V-)SMF forwards the SM data transfer message and the PDU session ID to the AMF using the Namf_Communication_N1N2MessageTransfer service operation.

8.
[Conditional] The AMF creates a DL NAS transport message with the received PDU session ID and the SM data transfer message (container type is set to SM data transfer). The AMF ciphers and integrity protects the NAS transport message.
9.
[Conditional] The AMF sends the DL NAS transport message to NG-RAN.
10.
[Conditional]
NG-RAN delivers the NAS payload over RRC to the UE.

11.
[Conditional]
If no further downlink data is expected based on the Release Assistance Information provided by the UE, then the SMF indicates to the AMF that no further data is expected.

Editor's note:
Which service operation of AMF should be invoked in this step is FFS.
12.
[Conditional]
Based on the indication received from the SMF in the previous step, the AMF requests NG-RAN to release the UE context as per the AN release procedure in step 14.

Editor's note:
Release handling when the UE has multiple PDU sessions is FFS.
13.
[Conditional]
If no further NAS PDU activity is detected by NG-RAN, then NG-RAN triggers the AN release procedure.

14.
The UE's logical NG-AP signaling connection and RRC signaling connection are released according to TS 23.502 [7] clause 4.2.6.
Editor's note:
The exact NGAP messages to be used for this procedure are expected to be discussed with RAN WG3.

6.1.4.3
Mobile Terminated Data Transport via NAS-SM
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Figure 6.1.4.3-1: Mobile Terminated Data Transport via NAS-SM

1.
The UPF forwards a downlink data packet to the SMF.

2.
The (V-)SMF compresses the header if header compression applies to the PDU session and encapsulates the downlink data as payload in an SM data transfer message. The (V-)SMF forwards the SM data transfer message and the PDU session ID to the AMF using the Namf_Communication_N1N2MessageTransfer service operation.

3.
[Conditional] If the UE is in CM Idle, the AMF sends a paging message to NG-RAN.

4.
[Conditional] If NG-RAN received a paging message from AMF, NG-RAN perform paging.

5.
[Conditional] If the UE receives paging message, it responds with service request.

7.
The AMF creates a DL NAS transport message with the received PDU session ID and the SM data transfer message (container type is set to SM data transfer). The AMF ciphers and integrity protects the NAS transport message.
8.
The AMF sends the DL NAS transport message to NG-RAN.
9.
NG-RAN delivers the NAS payload over RRC to the UE.

10.
While the RRC connection is established further uplink and downlink data can be exchanged. In order to send uplink data, the UE sends an integrity protected NAS PDU as RRC uplink data. The NAS PDU carries encrypted uplink data as payload of an SM data transfer message and a PDU session ID. The UE may also include Release Assistance Information in the NAS PDU indicating whether no further uplink or downlink data transmissions are expected, or only a single downlink data transmission (e.g. acknowledgement or response to uplink data) subsequent to this uplink data transmission is expected.
11.
NG-RAN forwards the NAS PDU to the AMF.

12.
AMF checks the integrity of the incoming NAS PDU and decrypts the data it contains.
13.
AMF forwards the data to the (V-)SMF handling the PDU session identified by the PDU session ID contained in the NAS transport message.

Editor's note:
Whether a new or an existing service operation of SMF should be invoked in this step is FFS.
14.
The (V-)SMF decompresses the header if header compression applies to the PDU session. The V-SMF forwards the data to the UPF. (In the home-routed roaming case, the UPF may forward the data to a different UPF in the HPLMN via N9.) The UPF forwards the data to the DN, In case of unstructured data, tunneling may be applied according to clause 5.6.10.3 of TS 23.501 [5].

15.
[Conditional]
If no further downlink data is expected based on the Release Assistance Information provided by the UE, then the SMF indicates to the AMF that no further data is expected.

Editor's note:
Which service operation of AMF should be invoked in this step is FFS.
16.
[Conditional] Based on the indication received from the SMF in the previous step, the AMF requests NG-RAN to release the UE context as per the AN release procedure in step 14.
Editor's note:
Release handling when the UE has multiple PDU sessions is FFS.
17.
[Conditional] If no further NAS PDU activity is detected by NG-RAN, then NG-RAN triggers the AN release procedure.

18.
The UE's logical NG-AP signaling connection and RRC signaling connection are released according to TS 23.502 [7], clause 4.2.6.
Editor's note:
The exact NGAP messages to be used for this procedure are expected to be discussed with RAN3.

6.1.5
Impacts on existing entities and interfaces

Editor's note:
This clause describes impacts to existing entities and interfaces.

6.1.6
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

6.2
Solution 2: Infrequent small data transfer through NAS and a direct interface between AMF and UPF

6.2.1
Introduction

This solution applies to Key Issue 1 - Support for infrequent small data transmission.

6.2.2
Functional Description
This solution introduces a user plane interface between AMF and UPF. We call it Nx interface here. It's shown in the Figure 6.2.2-1.
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Figure 6.2.2-1: Architecture for infrequent small data transfer through NAS and a direct interface between AMF and UPF
The assumption is UE has registered with network and has negotiated with the network of control plane small data transfer capabilities.
During the UE requested PDU session establishment procedure, a session level Nx user plane tunnel is established between AMF and UPF. N11and N4 signalling is used to control the Nx tunnel setup. e.g. exchanges the tunnel info between AMF and UPF.
For MO data transfer, When AMF receives the NAS data PDU including the PDU session ID from UE, AMF identifies the related Nx tunnel based on the PDU session ID and transfers the received data PDU to UPF through the Nx tunnel. The UPF forwards the data to the DN. If the Nx tunnel is not established, N11and N4 signalling is used to control the Nx tunnel setup.
For MT data, after receiving DL data from DN, UPF buffers the DL data and sends Data Notification to SMF, and SMF sends the Data Notification to AMF. AMF paging UE in case the UE is in CM-IDLE state.  Upon reception of paging indication, the UE sends a UE triggered Service Request NAS message to AMF, the Nx tunnel is established after the N11 and N4 signalling interaction. UPF forwards the DL data to AMF through the Nx tunnel. AMF sends the DL data  as NAS data PDU to UE.

For IP data, the UE and AMF may perform header compression. For uplink IP data, UE implements the compressor, and AMF implements the decompressor. For downlink IP data, AMF implements the compressor, and UE implements the decompressor. The header compression is supported at AMF. The NAS data PDU is sent using NAS MM message.
Editor's note:
Support of API(s) for infrequent small data transmission and capability exposure to AF is FFS.
6.2.3
Support of EPC interworking

Editor's note:
This clause describes if and how EPC-5GC interworking is supported by this solution.

6.2.4
Procedures
6.2.4.1
Nx tunnel setup
The Nx tunnel is setup during the PDU session establishment procedure. Figure 6.2.4.1-1 depicts how to setup an Nx tunnel between AMF and UPF.
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Figure 6.2.4.1-1: Nx tunnel setup
1.
The PDU Session Establishment Request NAS message is received from UE.
2.
If this PDU Session is used for control plane small data transfer and AMF decides to setup Nx tunnel for the data transfer between AMF and UPF, AMF allocates the its Nx tunnel info used for DL data forwarding from UPF. AMF includes its Nx tunnel info in the Nsmf_PDUSession_CreateSMContext Request from AMF to SMF.
3.
The Nsmf_PDUSession_CreateSMContext Response is provided from SMF to AMF.
4.
The SMF sends an N4 Session Establishment Request to the UPF including the Nx tunnel info of AMF. If the Nx Tunnel Info of UPF is allocated by the SMF, the Nx Tunnel Info of UPF is provided to UPF in this step.

5.
The UPF acknowledges by sending an N4 Session Establishment Response. If UPF is responsible for allocating its Nx Tunnel Info, the Nx Tunnel Info of UPF is provided to SMF in this step.

6.
SMF sends the Nx Tunnel Info of UPF to AMF using the Namf_Communication_N1N2MessageTransfer operation. The Nx tunnel is setup between AMF and UPF. PDU Session Establishment Accept message is carried in the N1 SM container.

7.
The PDU Session Establishment Accept NAS message is sent to UE.
6.2.4.2
MO data transport
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Figure 6.2.4.2-1: MO data transfer
1.
UE transfers the data to AMF as the NAS data PDU. The PDU session ID is included in the NAS data PDU.
2.
When AMF receives the NAS data PDU including the PDU session ID from UE, The AMF decompresses the IP header if header compression applies to the PDU session. AMF identifies the related Nx tunnel based on the PDU session ID. If the Nx tunnel is not established, AMF includes its Nx tunnel info in the Nsmf_PDUSession_UpdateSMContext from AMF to SMF.

3.
The SMF sends the Nx tunnel info of AMF to UPF, and the Nx tunnel info of UPF is determined at this step.

4.
SMF sends the Nx Tunnel Info of UPF to AMF. The Nx tunnel is setup between AMF and UPF.

5.
AMF transfers the received data PDU to UPF through the Nx tunnel. The UPF forwards the data to the DN.
Editor's note:
When and how the Nx tunnel is released is FFS.

6.2.4.3
MT data transport
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Figure 6.2.4.3-1: MT data transfer
1.
When UPF receives downlink data of a PDU session, and the Nx tunnel is not established, the UPF buffers the downlink data. UPF sends Data Notification message to the SMF.

2.
The SMF invokes the Namf_Communication_N1N2MessageTransfer to the AMF.

3.
If the UE is in CM-IDLE state, AMF performs paging for the UE.
4.
Upon reception of paging indication, the UE sends a UE triggered Service Request NAS message to AMF.
5.
AMF includes its Nx tunnel info in the Nsmf_PDUSession_UpdateSMContext from AMF to SMF.

6.
The SMF sends the Nx tunnel info of AMF to UPF, and the Nx tunnel info of UPF is determined at this step.

7.
SMF sends the Nx Tunnel Info of UPF to AMF. The Nx tunnel is setup between AMF and UPF.
8.
UPF forwards the downlink data to the AMF through the Nx tunnel.

9.
The AMF compresses the header if header compression applies to the PDU session and encapsulates the downlink data into the NAS message. AMF sends the DL data as NAS data PDU to UE over NAS signalling.

Editor's note:
Whether the DL data can be buffered at AMF is FFS.

Editor's note:
When and how the Nx tunnel is released is FFS.

6.2.5
Impacts on existing entities and interfaces
The following nodes are impacted:

AMF:
-
support the user plane Nx tunnel between AMF and UPF including Nx tunnel info allocation.
-
support the header compression function.
SMF:
-
support the the Nx tunnel info transfer between AMF and UPF.

6.2.6
Evaluation

Editor's note:
This clause provides an evaluation of the solution.
6.3
Solution 3: Infrequent small data transmission with no PDU session available
6.3.1
Introduction

This solution applies to address the Key Issue 1: Support for infrequent small data transmission.

The solution assumes that the UE does not establish a PDU session before sending small data packet and addresses.
6.3.2
Functional Description

Editor's note:
This clause outlines solution principles and documents any assumptions made.

The infrequent small data transmission procedure for a scenario where the user data is forwarded to application server via control plane is illustrated in Figure 6.4-1.

6.3.3
Support of EPC interworking

Editor's note:
This clause describes if and how EPC-5GC interworking is supported by this solution.

6.3.4
Procedures
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Figure 6.4-1: small data transmission procedure

0.
The UE was in CM-IDLE state.

1.
The UE transmits the NAS Data PDU to the AMF.

2.
The AMF checks the integrity of the incoming NAS PDU and decrypts the user data it contains.

3.
If the UE has no PDU Session, based on one or any combination of DNN, Network Slice Selection Assistance Information, operator's local configuration or policy and routing information, the AMF selects a SMF and forwards the user data to the SMF with the UE identity. The AMF records the association of the UE identity and the SMF ID.
Editor's note:
More work is needed on the details of the association between AMF and SMF for the small data transmission, e.g. whether a temporary PDU session is needed or not.
4.
The SMF selects a specific pre-configured UPF and records the association of the UE identity, the AMF ID and the UPF ID, and then forwards the user data to the UPF. Based on pre-configuration, the UPF uses point-to-point tunnelling technique to forward the data to the DN via the N6 based delivery between the UPF and the AS. The UPF records the association of the SMF ID and the point-to-point tunnel information..The SMF shall inform the UPF to forward the downlink data packets towards the SMF.
Editor's note:
More work is needed on how the association between SMF and UPF for the small data transmission is established, e.g. whether a temporary PDU session is needed or not.
5.
The UPF receives the DL user data and forwards the user data to the SMF based on the local association information.

6.
The SMF receives the DL user data and forwards the user data to the AMF based on the local association information.
7.
If downlink data is received, the AMF encrypts and integrity protects the NAS transport message with downlink user data.

8.
The AMF transmits the DL NAS Data PDU to the UE.
Editor's note:
How to support MT data without a PDU session, specifically without an assigned UPF is FFS.

6.3.5
Impacts on existing entities and interfaces

Editor's note:
This clause describes impacts to existing entities and interfaces.

6.3.6
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

6.4
Solution 4: Reliable Data Service Support

6.4.1
Introduction

This solution addresses the Key Issue 1 - "Support for infrequent small data transmission" and Key Issue 8 - "Support of the Reliable Data Service".
6.4.2
Functional Description
6.4.2.1
Support of Reliable Data Service

The Reliable Data Service is used by the UE and NEF for reliable small data delivery of unstructured PDU. The service provides a mechanism for the NEF to determine if the data was successfully delivered to the UE and for UE to determine if the data was successfully delivered to the NEF. When a requested acknowledgement is not received, the Reliable Data Service retransmits the packet. Support for Reliable Data Service (RDS) incurs the following functionality:

-
Use of NAS transport between UE and AMF for small data delivery. This applies to both 3GPP and non-3GPP accesses.

-
Support for AMF determining the NEF for a given UE.

-
Support for subscription checking and actual transmission of MO/MT small data delivery by the NEF to the AF/UE.

-
Support for MO/MT small data delivery for both roaming and non-roaming scenarios.

-
Support for unstructured PDU.

-
Support for API exposure for Reliable Data Service towards 3rd party application provider.

During registration procedure, a UE that wants to use RDS provides "RDS supported" indication over NAS signalling indicating the UE's capability for support of RDS. "RDS supported" indication indicates whether UE can support reliable small data delivery over NAS via 3GPP access or via both 3GPP and non-3GPP access. If the core network supports RDS functionality, the AMF includes "RDS supported" indication to the UE, and whether RDS delivery over NAS via 3GPP access or via both the 3GPP and non-3GPP access is accepted by the network.

RDS packets are transmitted over NAS without the need to establish data radio bearers, via NAS transport message, which can carry RDS payload. PDU session establishment is not needed. UE and Network supports RDS protocol as specified in TS 24.250 [8]. When the RDS is enabled, a protocol is used between the end-points, i.e. between UE and NEF. The protocol uses a RDS header to identify if the packet requires no acknowledgement, requires an acknowledgement, or is an acknowledgment and to allow detection and elimination of duplicate PDUs at the receiving endpoint. Also Port Numbers in the header are used to identify the application on the originator and to identify the application on the receiver.

Editor's note:
Whether the solution can support IP PDU is FFS.
6.4.2.2
Architecture to support RDS over 5GC

Figure 6.4.2.2-1 shows the non-roaming architecture to support RDS using the Service-based interfaces within the Control Plane.
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Figure 6.4.2.2-1: Non-roaming System Architecture for RDS

Figure 6.4.2.2-2 shows the non-roaming architecture to support RDS using the reference point representation.
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Figure 6.4.2.2-2: Non-roaming System Architecture for RDS in reference point representation

Figure 6.4.2.2-3 shows the roaming architecture to support RDS using the Service-based interfaces within the Control Plane.
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Figure 6.4.2.2-3: Roaming architecture for RDS over NAS

Figure 6.4.2.2-4 shows the roaming architecture to support RDS using the reference point representation.
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Figure 6.4.2.2-4: Roaming architecture for RDS in reference point representation

Editor's note:
It is FFS how home roaming is supported.

Editor's note:
Interworking between NEF and UDM in the roaming scenario is FFS.

6.4.3
Support of EPC interworking
6.4.4
Procedures

6.4.4.1
Registration procedure supporting reliable small data delivery over NAS
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Figure 6.4.4.1-1: Registration procedure supporting reliable small data delivery over NAS

1.
During Registration procedure in 5GS defined in Figure 4.2.2.2.2-1 of TS 23.502 [7], to enable reliable small data delivery, the UE includes an "RDS supported" indication in Registration Request in step 1-3 indicating the UE's capability for RDS. The "RDS supported" indication indicates whether the UE supports reliable small data delivery over NAS via current access.

2.
Step 4 to step 14 of the Registration procedure in Figure 4.2.2.2.2-1 if TS 23.502 [7] are performed. When AMF relocation happens during the Registration procedure, the old AMF transfers NEF address to the new AMF as part of UE context in step 5 of Figure 4.2.2.2.2-1.
3.
If the "RDS supported" indication is included in the Registration Request, the AMF checks subscription from the UDM for the UE on whether the RDS service is allowed to the UE. If yes and the UE context doesn't include an available NEF of the serving PLMN, the AMF discovers and selects an NEF to serve the UE. The NEF discovery is based on the following methods:

-
NEF address preconfigured in the AMF (i.e., NEF FQDN); or

-
NEF address received from the UDM; or

-
The AMF invokes Nnrf_NFDiscovery service operation from NRF to discover the NEF address as described in clause 5.2.7.3.2 of TS 23.502 [7].


For roaming scenario, the AMF discovers and selects an NEF in VPLMN.

4.
Step 15 to step 20 of the Registration procedure in Figure 4.2.2.2.2-1 of TS 23.502 [7] are performed.
5.
The AMF invokes Nnef_RDS_Activate service operation from the NEF. The invocation includes AMF address, Access Type, GPSI (if available) and SUPI. AMF uses the NEF address derived from step 3.

6.
The NEF discovers a UDR as described in TS 23.501 [5], clause 6.3.9.

7a-7b.
If the UE context already exists in the NEF, the NEF shall replace the old AMF address with the new AMF address. Otherwise NEF retrieves RDS related subscription data using Nudm_UDM_Query and subscribes to be notified using Nudr_UDM_Notify when the RDS related subscription data is modified.


NEF also creates an UE context to store the RDS subscription information and the AMF address that is serving this UE.

8.
The NEF responds back to the AMF with Nnef_RDS_Activate service operation response message. The AMF stores the NEF address received as part of the UE context.

9.
The AMF includes the "RDS supported" indication to the UE in the Registration Accept message of step 21 of Figure 4.2.2.2.2-1 of TS 23.502 [7] only after step 8 in which the AMF has received a positive indication from the selected NEF.


The "RDS supported" indication in the Registration Accept message indicates to the UE whether the network allows the reliable small message delivery over NAS via 3GPP access or via both the 3GPP and non-3GPP access.
6.4.4.2
RDS Configuration procedure between NEF and AF/AS

Figure 6.4.4.2-1 illustrates the procedure of configuring necessary information at the NEF and UDR.

In order to avoid MO reliable small data delivery failure, the RDS configuration procedure should be performed by the AF/AS prior to the UE requesting send MO reliable small data delivery.
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Figure 6.4.4.2-1: RDS Configuration procedure between NEF and AF/AS

1.
The AF/AS used Nnef_RDS_Config_Request service operation to establish routing information in UE context at NEF. AF/AS provides external identifier for UE message and reliable data service configuration information (e.g. application port number) to the NEF.

3.
The NEF used Nudr_UDM-Query_Request service operation to check if RDS configuration request for the received External Identifier is authorized, and to receive necessary information for RDS, if required.

4.
The UDR examines the Nudr_UDM-Query_Request, e.g. with regard to the existence of External Identifier and maps the external identifier to SUPI. The UDR sends Nudr_UDM_Query_Response (SUPI, Result) to the NEF to acknowledge acceptance of the RDS Authorization.

6.
The NEF usese Nnef_RDS_Config_Response service operation to acknowledge acceptance of the RDS Configuration Request to the AF/AS. If the RDS Configuration was accepted, the NEF will create an association between the External Identifier and SUPI in UE context. In the MT reliable small data delivery procedure, the NEF will use External Identifier to determine the SUPI and receiver port number. In the MO reliable small data delivery procedure, the NEF will use the SUPI, to determine AS/AF address and application port number from the UE context.
6.4.4.3
MO reliable small data delivery procedure
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Figure 6.4.4.3-1: MO reliable small data delivery procedure

It is assumed that the UE is registered with the network.

1.
The UE sends an integrity protected NAS PDU to the AMF via AN node. The NAS PDU carries the UL RDS PDU data and indication for reliable small data delivery.

2.
The AMF checks the integrity of the incoming NAS PDU and decrypts the PDU data.

3.
The AMF determines the NEF based on the UE context and Namf_RDSTransfer service operation to send RDS PDU to NEF along with UE identity (e.g. SUPI).

4.
The NEF sends the data PDU to the AF/AS according to UE context using Nnef_DataTransfer service operation.

5.
The NEF sends RDS acknowledgement to AMF using Namf_Communication_N1N2_message_transfer service operation.

6.
The AMF encrypts the RDS Acknowledgement PDU and send to UE in DL NAS message.

Editor's note:
The details of the initial NAS message to transport the NAS payload (e.g. whether service request can be reused) are FFS and may require CT WG1 feedback.

6.4.4.4
MT reliable small data delivery procedure

[image: image21.emf]UE AN AMF NEF AF/AS

2.Namf_Communication_N1N2MessageTransfer

(RDS PDU)

5. Encryption and 

integrity protection

6. DL NAS Message

(NAS PDU(RDS PDU))

1. Nnef_DataTransfer

(data PDU)

3.Paging

3.Paging

4. Initial NAS Message


Figure 6.4.4.4-1: MT reliable small data delivery procedure

It is assumed that the AF/AS has performed RDS configuration procedure.

1.
The AF/AS request reliable small data delivery using Nnef_dataTransfer service operation. AS/AF provides External Identifier, DL data PDU, and Reliable Data Configuration.

2.
The NEF based on UE context derive determines UE identity from UE's External identifier. NEF determines if AF/AS requested reliable small data delivery and adds RDS header to data PDU. NEF sends RDS PDU to AMF using Namf_Communication_N1N2_message_transfer service operation.

3.
If the UE is in CM-IDLE, the AMF will buffer the RDS PDU and sends paging message to AN nodes. Then the UE is paged by the AN nodes. Otherwise, step 3 and step 4 are skipped.

4.
UE responds to paging with initial NAS message.

5.
The AMF performs integrity protection and encryption to the RDS PDU.

6.
The AMF sends encrypted NAS PDU with RDS PDU to the AN node in DL NAS message.

6.4.5
Impacts on existing entities and interfaces

6.4.6
Evaluation

6.5
Solution 5: Small Data Fast Path communication

6.5.1
Introduction

This solution addresses the Key Issue 1: Support for infrequent small data transmission.

The Small Data Fast Path (SDFP) solution targets to optimize small data transmission for CIoT UEs in CM-IDLE mode. It describes how small data can be passed in a fast path of the user plane without the overhead amount of signalling caused by CM-IDLE / CM-CONNECTED mode transitions.

The SDFP solution has the following specifics:
-
UP security is between UE and UPF. The security information is configured by NAS during UE registration or PDU session setup.
-
The UE passes information required for the RAN to forward the small data to the UPF. The RAN derives the UPF information from the information provided by the UE. The UPF information should be abstract and hide the internal network architecture.

Editor's note:
It is FFS how the N3 related information needed to pass the data to UPF is provided to RAN.

-
One or several QoS flows can be enabled for SDFP. UE will indicate QoS information of the packet over radio interface, the RAN will forward the QoS information for verification by the UPF (i.e. that the UE is authorized to use a certain QoS flow).

-
The solution support DL data using CN paging. (e)DRX parameters etc. is configured during UE registration. The solution can also support PSM if defined.

Editor's note:
Support of API(s) for infrequent small data transmission and capability exposure to AF is FFS.
6.5.2
Functional Description
6.5.2.1
General

The Small data fast path is intended as an add-on function handled in a separate PDU session. It does not replace any existing system function, but it can be used if both the network and UE support it. This should also keep the impact on the system lower and simplify the introduction in Low Power Wide Area Networks (LPWAN).
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Figure 6.5.2.1-1: E2E SDFP transmission

The SDFP is realized by providing relevant UPF or PDU session related information to the UE from the SMF, which the UE would later provide to the RAN. The UPF or PDU session relevant information enables the RAN to derive the path over N3 to the UPF. At UL data arrival the UE passes the data together with the UPF or PDU session relevant information to the RAN. The RAN forwards the data on the N3 interface. Since all info required to forward the data is received from the UE, the RAN does not need to signal to the AMF or have any UE context information stored.

Editor's note:
The details of the UPF or PDU session related information and the potential impacts to N3 are FFS. The UPF information provided to the UE should not disclose the internal network architecture and addressing.

The UPF or PDU session relevant information is provided to the UE as part of the Session Management (SM) procedures. The SMF may enable one (or more) of the QoS flows for SDFP.

The AMF derives small data security information and provides it to the SMF. The SMF stores the security information for the PDU session, enables indicated QoS flows and acknowledges to the AMF that they have been SDFP enabled.

Editor's note:
The use of header compression and where is FFS.

6.5.2.2
Mobility

Mobility is support as for normal UEs in IDLE mode. When the UE enters a new TA currently not part of the UE registration area (i.e. including moving to a new UPF service area), the UE will initiate a registration update. During the UE registration update, the UPF or PDU session information could be updated towards the UE by the SMF e.g. if the UE context is re-allocated to a new UPF. SSC mode 2 mobility is probably appropriate for infrequent small data.

Editor's note:
There may be dependencies related to the ETSUN study item in case of change of SMF and/or UPF.

6.5.2.3
Security

Editor's note:
This clause describes impacts to existing entities and interfaces.

In the SDFP the UE sends traffic without having set up the regular AS security.

In the described solution the security protection is done by security contexts in the UE and the AMF/SMF/UPF. These are established as part of existing signalling, hence keeping the signalling overhead for small data to a minimum. The security information for the SDFP is stored in the SMF and UPF and UE as part of the PDU Session Resource Request information. It is kept regardless if the fast path is active or not, i.e. the security information is kept as long as the fast path remains enabled. When the security information is updated for the UE, the AMF updates the SMF with new security information for small data transfer.

The security protocol between the UE and the UPF consists of protocols similar to E-UTRA PDCP layer that reuses the integrity protection and ciphering functionality.

Editor's note:
Further details are needed related to the security context handling. The security aspects of the solution need to be checked by SA WG3.

6.5.3
Support of EPC interworking

Editor's note:
This clause describes if and how EPC-5GC interworking is supported by this solution.

6.5.4
Procedures

6.5.4.1
UE requested SDFP PDU session establishment
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Figure 6.5.4.1-1: UE-requested PDU Session Establishment for SDFP

The procedure assumes that the UE has already registered on the AMF. Below are some modifications for SDFP compared to the existing PDU Session Establishment procedure. The SDFP information is kept in the UE for the duration of the PDU Session. The SDFP information can be updated as part of the registration update procedure, e.g. to reflect UPF changes.

Editor's note:
More work is needed on the details of the modifications below including what information is passed to the UE. Alternative solutions to what is shown could also be considered.

1.
UE should provide an indication it wants to establish a SDFP PDU session. Additionally, we assume the UE could provide NSSAI indicating a specific network slice for SDFP which could be used by the RAN to select an AMF that supports SDFP.

2.
AMF selects an SMF that supports SDFP.

3.
The AMF will generate a SDFP security context, which will be forwarded to the SMF.

Editor's note:
The details on the security context is FFS.

…

8.
SMF selects a UPF that suppose SDFP.

…

10.
SMF performs N4 Session Establishment including setting up the SDFP security context in the UPF. During this procedure the UE UPF and PDU Session information will be generated.

Editor's note:
The details on the security context handling is FFS.

11.
The SMF will include the UE UPF and PDU Session information in an N1 SM message to the UE.

6.5.4.2
SDFP transfer initiated by UL data

The following figure shows an example of how MO small data packet is passed from the UE in UL. The term "SDFP session" is used in the text below meaning the time from a fast path is established (e.g. DRB is created) until it is released (e.g. inactivity timeout)
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Figure 6.5.4.2-1: SDFP transfer initiated by UL data

1.
The UE establishes an RRC for SDFP transfer. Parameters for selection of UPF for the PDU Session for the UE are passed to the RAN.

Editor's note:
The detailed solution for this part should be discussed in RAN WGs. An alternative would be to transfer the parameters as part of the UL data PDU.

2.
The UE encrypts, and integrity protects an UL data PDU and passes it to RAN.

3.
RAN forwards the UL data PDU to the selected UPF. RAN selects the UPF based on the SDFP information provided by the UE. RAN will also provide the UPF with RAN N3 DL Tunnel Info for the SDFP session.

4.
The UPF checks integrity protection and decrypts the UL data PDU. If passed the check, the UPF forwards the UL data on the N6/N9 interface. In addition, the UPF enables subsequent DL data transmissions to the RAN node it received the UP data PDU from.

5.
A DL data packet may arrive on N6/N9 shortly after, e.g. an acknowledgement.

6.
The UPF encrypt and integrity protects the DL data PDU and passes it to the RAN node, which was enabled in step 3-4.

7.
RAN forwards the DL data PDU to the UE.

8.
The SDFP information contexts are released in UE, RAN and DL data transmission is set in disabled state in the UPF.

Editor's note:
Further details are FFS including the trigger criteria for releasing the fast path.

6.5.4.3
SDFP transfer initiated by DL data

Small data initiated in DL on a QoS flow where fast path is enabled but not active (i.e. the RAN N3 DL Tunnel Info is unknown), is handled as described in the figure below. It should be noted that compared to when small data is initiated UL, an additional paging of the UE is required.
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Figure 6.5.4.3-1: SDFP transfer initiated by DL data

At arrival of DL data a network initiated service request procedure could be used to reach the UE. Two options can be considered for providing the UPF with the RAN N3 DL Tunnel Info, either a) it is carried from the RAN as part of a Service Request procedure towards the UPF or b) as part of a Dummy UL data procedure.

Editor's note:
It is FFS if option a) or b) is preferred including advantages, drawbacks and details of the two options.

Editor's note:
More work is needed on the details of the SDFP transfer initiated by DL data.

6.5.5
Impacts on existing entities and interfaces

Editor's note:
This clause describes impacts to existing entities and interfaces.

6.5.6
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

6.6
Solution 6: Small Data Communication based on Data PDU routed over the User Plane.

6.6.1
Introduction
6.6.1.1
General

This solution applies to Key issue 1 and Key issue 2. The main idea of the solution is to provide a simple migration for the 5G-IoT UE implementation building on the CP CIoT optimization and at the same time keep the user data separated from the Control Plane within the Core Network.

To overcome the drawback of routing user data via the Core Networks control plane function(s) AMF and SMF, a new proxy function is introduced that includes the functionality needed for handling of the user data in a Data PDU sent over Uu using Signalling Radio Bearer.

NOTE 1:
This solution does not address congestion issues related to the usage of Signalling Radio Bearers in RAN when an IoT device uses e.g. NB-IoT RAT and 5G CP CIoT optimization.

NOTE 2:
It is assumed that if this solution is selected for 5GS, then the UE will detect the 5G PLMN and support for small data communication by decoding the System Information Broadcasted in e.g. MIB-NB, SIB1-NB.

Editor's note:
Support of API(s) for infrequent small data transmission and capability exposure to AF is FFS.

6.6.1.2
Architecture reference models
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Figure 6.6.1.2-1: Architecture for small data delivery via UPF to DN

6.6.2
Functional Description

The following principles apply:

-
Small data using encapsulated Data PDU:
-
Small data is exchanged between the UE and the Proxy function using encapsulated Data PDU in both uplink and downlink direction.

-
The proxy function could be implemented either in the RAN node or in the UPF anchor.

Editor's note:
It is FFS where the proxy function shall be located. Roaming aspects must be considered when deciding on the final location.
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Figure 6.6.2-1: Alternative options for the location of the proxy function
-
RAN detects the message type is of Data PDU type. RAN forwards the Data PDU to the proxy function either locally in the RAN node or in the UPF.

Editor's note:
It is FFS how the RAN detects that the message type is Data PDU.
-
The proxy function extracts or encapsulates the user data from/in the Data PDU. This includes e.g. the security operations and header compression.

-
Depending on the location of the proxy function, the proxy function forwards/receives the user data over the UPF to/from the PDU session anchor point.

-
PDU Session Establishment:
-
The PDU session establishment reuse the procedure in TS 23.502 [7] clause 4.3.2.2.1 with the difference that the RAN node will be configured with security parameters to be stored in the UE context and that RAN shall keep the UE context after the UE enters RRC_IDLE.

Editor's note:
RAN support for keeping UE context in RRC_IDLE is FFS.

-
Supported PDU session types:
-
Small data transfer supports IP and unstructured data.
-
Integrity protection, ciphering and header compression:
-
Integrity protection and ciphering for small data are performed by a proxy function (Similar to existing NAS PDU integrity protection and ciphering functionality may be re-used in the proxy function).
Editor's note:
SA WG3 advice for the security aspects related to the proxy function is required.

Editor's note:
Detailed security solution for the proxy function is FFS and must be confirmed by SA WG3. Example of a possible solution could be to use the same NAS key but different packet counters for the different "flows", meaning that NAS signalling terminating in the AMF would have it's own packet counters and the user data packets terminating in the proxy will have it's own packet counters. Another possible solution could be to generate new key and packet counters for the User data communication between the UE and the proxy function.

-
UE and proxy function may perform header compression for IP data.
Editor's note:
Support of for infrequent small data transmission, NIDD, via NEF is FFS.

6.6.3
Support of EPC interworking
The UE supports EPC interworking by supporting both EPC NAS and 5G NAS plus the support for small data over NAS in both 4GS and 5GS. From a UE perspective the solution can be almost identical, only difference may be in the 5G solution where the UE might need to mark the Data PDU.

6.6.4
Procedures

6.6.4.1
General
Compared to EPC, 5GC requires that the UE first performs registration and then PDU Session Establishment for setting up all required PDU sessions. Before any procedures below, it is assumed that a successful registration procedure has been performed that included the UE's Preferred Network Behaviour information.

The procedures below are based on that the NAS proxy function is located in the RAN node.

Editor's note:
The location of the proxy function is not required to be in the RAN node. But to be able to show possible procedures, the RAN location was selected as an example location. Once the location is selected and agreed the procedures below might require some updates.

6.6.4.2
PDU Session Establishment
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Figure 6.6.4.2-1: PDU Session Establishment enabling Data over UPF

1.
The UE sends a PDU session establishment request message that includes e.g. PDU session ID, PDU type, DNN and S-NSSAI. Based on e.g. the Preferred Network Behaviour and S-NSSAI the AMF selects an SMF and invokes the Nsmf_PDUSession_CreateSMContext request to trigger the PDU session establishment.

2.
Step 2-12 is executed according to TS 23.502 [7] clause 4.3.2.2.1 with the following changes:
-
The AMF includes required security parameters for the proxy function located in the RAN node in the N2 UE Context Setup Request or PDU Session Resource Setup Request. The RAN node keeps the security parameters in the UE context after the UE enters RRC_IDLE.

Editor's note:
The exact NGAP messages to be used for this procedure are expected to be discussed with RAN WG3.

Editor's note:
RAN support for keeping UE context in RRC_IDLE is FFS.

3.
The AMF forwards the PDU session establishment accept message to the UE.

6.6.4.3
Mobile Originated Data Transport
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Figure 6.6.4.3-1: Mobile Originated Data Transport
0.
The UE is in CM-IDLE.

1.
The UE establishes an RRC connection and sends an integrity protected Data PDU as part of this. The Data PDU carries encrypted uplink data as payload and the corresponding PDU session ID.

2.
[Conditional] If the RAN does not have the context of the UE and corresponding PDU Session.

2a.
The RAN sends a PDU Session Resource Modify Indication (PDU Session ID) to the AMF to get the PDU session information.

2b.
The AMF forwards the N2 message IE to the corresponding SMF using Nsmf_PDU_UpdateSMContext Request.

2c.
The SMF sends a N4 Session Modification Request to the UPF

2d.
The UPF sends a N4 Session Modification Response to the SMF

2e.
The SMF invokes Nsmf_PDUSession_UpdateSMContext Response to the AMF

2f.
The AMF sends a PDU Session Resource Modify Confirm including all SM information for the PDU session to RAN.

Editor's note:
To make the procedure complete the NGAP message PDU Session Resource Modify was used. The exact NGAP messages to be used for this procedure are expected to be decided by RAN WG3.

Editor's note:
If step 2 is not performed, it if FFS how the N3 tunnel is established.

3.
The RAN forwards the Data PDU to the proxy function located within the RAN node. The proxy function checks the integrity of the incoming Data PDU and decrypts the data in the payload and decompresses the IP header if header compression was applied in the UE on the IP data.

4.
The RAN forwards the data to the UPF. The UPF forwards the data to the DN. In case of unstructured data, tunneling may be applied according to clause  5.6.10.3 of TS 23.501 [5].

5.
[Conditional] The UPF forwards available downlink data to the RAN node,

6.
[Conditional] The proxy function in the RAN node compresses the header if header compression applies to the PDU session and encapsulates the downlink data as payload in a transport message. The proxy function creates a DL Data PDU transport message and applies cipher and integrity protection.

7.
[Conditional] RAN delivers the Data PDU over RRC to the UE.

8.
Based RAN specified inactivity conditions, the RAN releases the UE's RRC connection and corresponding CN connections according to AN release procedure in TS 23.502 [7], clause 4.2.6.
6.6.4.4
Mobile Terminated Data Transport
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Figure 6.6.4.4-1: Mobile Terminated Data Transport

0.
The UPF receives downlink data for a PDU Session.
1.
Network Triggered Service request according to TS 23.502 [7] clause 4.2.3.3 step 2-6 is performed. The UE responds on the page with a Control Plane Service Request NAS message which will not trigger any DRB establishment.

Editor's note:
It is FFS how the N3 tunnel is established during step 1, i.e. whether N2 SM information is exchanged between the RAN/Proxy and SMF.
2.
The UPF forwards available downlink data to the RAN node.
3.
The proxy function in the RAN node compresses the header if header compression applies to the PDU session and encapsulates the downlink data as payload in a transport message. The proxy function creates a DL transport Data PDU message and apply cipher and integrity protection.

4.
RAN delivers the Data PDU over RRC to the UE.

5.
[Conditional] The UE sends an integrity protected Data PDU in an uplink RRC message. The Data PDU carries encrypted uplink data as payload and corresponding PDU session ID.

6.
[Conditional] The RAN forwards the Data PDU to the proxy function located within the RAN node. The proxy function checks the integrity of the incoming Data PDU and decrypts the data in the payload and decompresses the IP header if header compression was applied in the UE on the IP data.

7.
[Conditional] The RAN forwards the data to the UPF. The UPF forwards the data to the DN. In case of unstructured data, tunneling may be applied according to clause 5.6.10.3 of TS 23.501 [5].
8.
Based RAN specified inactivity conditions, the RAN releases the UE's RRC connection and corresponding CN connections according to AN release procedure in TS 23.502 [7], clause 4.2.6.

6.6.5
Impacts on existing entities and interfaces

Editor's note:
This clause describes impacts to existing entities and interfaces.

6.6.6
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

6.7
Solution 7: Small data frequent communication

6.7.1
Introduction

Editor's note:
This clause lists the key issue(s) addressed by this solution.

This solution addresses the key issue #2, Frequent Small data communication.

6.7.2
Functional Description
Editor's note:
This clause outlines solution principles and documents any assumptions made.

6.7.2.1
Architecture

The 5GS is assumed to support functions for small data communication corresponding to EPS. These EPS functions are aka "NIDD procedures" and involves transmission either using the T8 API (see TS 23.682 [6], clause 5.13) or directly over the SGi (see TS 23.401 [4], clause 4.3.17.8.3.3).

To support small data communication using an API corresponding to T8 API, this solution uses a function/entity which supports an API, here named "Nm API", on the northbound interface and supports transmission using IP-based and non-IP based protocols on the southbound interface. This function/entity may be an extension with an additional role for the 5G Network Exposure Function (NEF), or it may be a new NF dedicated for small data communication, or it may be a new "standalone" entity. In the figure below, an entity Network IoT Messaging Function is shown. It is referred to as "NIMF" in this solution description and may be any of the above three, depending on what SA WG2 decides.
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Figure 6.7.2.1-1: 5G CIoT small data communication

Editor's note:
It is FFS if a small data function is an extension with an additional role for the existing 5G NEF, or a new 5G NF dedicated for small data communication (with or without SBI connection), or a new stand-alone entity.
The figure shows two approaches to support frequent small data communication with the SCS/AS, either:
-
using Nm API; or

-
directly over N6.

The latter, is what TS 23.682 [6] refers to as the Direct Model of communication.

Roaming is supported by using additional UPF with N9 interface.

6.7.2.2
Small data network function
The NIMF for small data communication is assumed to be located in the operator domain and supports the following interfaces and functionality:

Northbound Nm:
-
On the northbound interface, the Small data network function may support for example the Nm API as specified in the TS 29.122 [9]. Also other protocols that the operator may want to offer its IoT customers may be supported (not part of this solution).

-
The objective with the northbound interface is for the operator to be able to offer its IoT customers a simple and unified way to access CIoT devices. The CIoT devices of an IoT customer may sometimes be heterogenous and of diverse types and using different protocol stacks. A single northbound interface/API may still be offered by the NIMF.
Southbound N6m:

-
The purpose with the southbound interface is to enable small data communication with different types of CIoT devices using different protocol stacks. 3GPP 5G CIoT should not demand the use of a single protocol for CIoT devices, but should be flexible and able to adapt to different protocols that are popular on the IoT market.

-
The southbound interface has a PDU session layer which support PDU Sessions of different types. IPv6 and IPv4 PDU session type shall be supported. PDU Sessions of Unstructured PDU session type (aka "Non-IP") are also supported.

-
On top of the PDU Session layer can optionally higher layer IoT protocols be used towards the UE, e.g. LWM2M [12], MQTT [13], NIDD RDS (TS 24.250 [8]).
The NIMF is an entity for store-and-forward of small data. The southbound protocols are terminated in the NIMF. The NIMF maps or proxies between the northbound and southbound protocol alternatives above. Depending on which protocols are used southbound and northbound, the NIMF acts either as an application level gateway (ALG) or as a proxy.

In addition, the NIMF supports the following functionalities:

-
Lawful Intercept (message based).
-
Charging (message based, i.e. # of CIoT messages).
-
Additional operator IoT services (not part of this solution).
If encryption protocols are used as part of the southbound interface/connection, e.g. DTLS [14], the NIMF may offer LI of unencrypted data. In addition normal user plane based LI and charging also applies, e.g. in UPF. Those can be used in both non-roaming and roaming cases.

6.7.3
Support of EPC interworking

Editor's note:
This clause describes if and how EPC-5GC interworking is supported by this solution.

6.7.4
Procedures

Editor's note:
This clause describes high-level procedures and information flows for the solution.

6.7.4.1
Connection establishment

When the UE establishes a PDU Session for which DNN configuration indicates small data communication to be used, then the SMF initiates a connection towards the NIMF corresponding to the "NIMF ID" for that DNN.
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Figure 6.7.4.1-1: N6 Connection Establishment Procedure

1.
The UE requests the establishment of a PDU Session.
2.
An N4 Session Establishment in the UPF is performed as part of the PDU Session Establishment.

3.
A connection is established between the UPF and the NIMF for the PDU Session. The NIMF stores the IP address of the PDU Session, the IMSI and the External ID or MSISDN of the UE, the IP version to use (IPv6, IPv4 or Unstructured), and PCO.

For Unstructured PDU Session when point-to-point tunnelling based on UDP/IP encapsulation is used, the UPF stores the forwarding IP address to the selected NIMF (see TS 23.501 [5], clause 5.6.10.3). For PDU sessions of type IP, the forwarding to the NIMF is controlled by IP destination address used at the higher layer protocol (see e.g. LWM2M [12], MQTT-SN [13]).

Editor's note:
It is FFS how the connection between the UPF/SMF and NIMF is established when the PDU Session is created.

4.
UL and DL small data transmissions may take place using IP data or Unstructured (Non-IP) data depending on the PDU Session type used by the UE. What higher layer protocols to use are decided by application layer interactions or DNN configuration. Examples of higher layer protocols are Lightweight M2M, CoAP, MQTT, DTLS, HTTP, HTTP/2, XMPP, AMQP, Reliable Data Service (RDS), etc.

5.
PDU Session release is initiated.

6.
The connection between the UPF and the NIMF is released. The NIMF removes the stored IP address of the PDU Session, marks the UE as inactive, and closes the connection for small data transmissions to/from the UE.

7.
The N4 Session is released in the UPF.
6.7.4.2
Transmission of Unstructured data (NIDD)
In this procedure the UE supports a NIDD client (TS 23.682 [6]), for delivery of Unstructured (Non-IP) data. The SCS/AS in the figure below, sends and receives messages to/from a given UE identified by an External Identifier or MSISDN. The UE has an Unstructured PDU Session activated and the message on the T8 API is mapped to DL non-IP data PDU or from UL non-IP data PDU delivered to/from the UE.

For the Direct Model case, the DL and UL data PDUs are passed directly between the UPF and the SCS/AS.
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Figure 6.7.4.2-1: Mobile Terminated NIDD procedure
1.
The SCS/AS sends a MT Submit Request with small data using T8 API to the NIMF.

2a.
The NIMF determines the UE based on established connections and the External Identifier or MSISDN included in the MT Submit Request. The NIMF makes authorization and quota checks.

2b.
If there is no established connection corresponding to the External Identifier or MSISDN, the NIMF may either:

-
send a MT Submit Response with appropriate error cause value and stop the flow at this step; or

-
perform device triggering towards the UE to establish a connection.

3.
The NIMF sends a DL data PDU towards the UE using the IP address associated with the connection established by the UE (see clause 6.7.4.1).

4.
If the NIMF expects no acknowledgement on the message sent in step 3, the NIMF sends a MT Submit Response to the SCS/AS informing that an unacknowledged transmission to the UE has been made.

5.
An UL data PDU is sent by the UE and received in the NIMF. The NIMF determines if the received UL data is an acknowledgement of the DL data in step 3 or not.

6.
If the UL data PDU in step 5 is an acknowledgement, the NIMF sends a MT Submit Response to the SCS/AS informing that an acknowledged transmission to the UE has been made. Otherwise if the UL data PDU is not an acknowledgement, the NIMF proceeds according to the Mobile Originated NIDD procedure below.
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Figure 6.7.4.2-2: Mobile Originated NIDD procedure

1.
The UE sends a UL data PDU with small data which is forwarded to the NIMF based on previously established connection to the NIMF, i.e. the NIMF address stored in the UPF for the PDU Session (see point-to-point tunnelling based on UDP/IP encapsulation in TS 23.501 [5] clause 5.6.10.3).

2.
The NIMF sends a DL data PDU with an acknowledgement if required.

3.
The NIMF forwards the received UL data using a MO Indication to the SCS/AS associated with the connection established by the UE.

4.
The NIMF receives an MO Acknowledgement from the SCS/AS.

6.7.4.3
Transmission of IP data

In this procedure the UE supports IP based communication and typically has an application client for small data communication. Such a client may e.g. support security (e.g. DTLS), device management and name based/object based information management (see for example [12] and [13]). The SCS/AS in the figure below, sends and receives messages to/from a given UE identified by an External Identifier or MSISDN. The UE has a PDU Session of type IPv6 (or IPv4) activated and the message on the T8 API is mapped to DL data PDU or from UL data PDU delivered to/from the UE.

For the Direct Model case, the DL and UL data PDUs are passed directly between the UPF and the SCS/AS.
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Figure 6.7.4.3-1: Mobile Terminated IP data procedure

1.
The SCS/AS sends a MT Submit Request with small data using T8 API to the NIMF.

2a.
The NIMF determines the UE based on established connections and the External Identifier or MSISDN included in the MT Submit Request. The NIMF makes authorization and quota checks.

2b.
If there is no established connection corresponding to the External Identifier or MSISDN, the NIMF may either:

-
send a MT Submit Response with appropriate error cause value and stop the flow at this step; or

-
perform device triggering towards the UE to establish a connection.

3.
The NIMF sends a DL data PDU towards the UE using the IP address associated with the connection established by the UE (see clause 6.X.4.1).

4.
If the NIMF expects no acknowledgement on the message sent in step 3, the NIMF sends a MT Submit Response to the SCS/AS informing that an unacknowledged transmission to the UE has been made.

5.
An UL data PDU is sent by the UE and received in the NIMF. The NIMF determines if the received UL data is an acknowledgement of the DL data in step 3 or not.

6.
If the UL data PDU in step 5 is an acknowledgement, the NIMF sends a MT Submit Response to the SCS/AS informing that an acknowledged transmission to the UE has been made. Otherwise if the UL data PDU is not an acknowledgement, the NIMF proceeds according to the Mobile Originated NIDD procedure below.
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Figure 6.7.4.3-2: Mobile Originated IP data procedure

1.
The UE sends a UL data PDU with small data which is forwarded to the NIMF by higher protocol layer destination IP address of the NIMF and based on previously established connection to the NIMF.

2.
The NIMF sends a DL data PDU with an acknowledgement if required.

3.
The NIMF forwards the received UL data using a MO Indication to the SCS/AS associated with the connection established by the UE.

4.
The NIMF receives an MO Acknowledgement from the SCS/AS.

6.7.4.4
Using Radio optimizations

6.7.4.4.1
RRC Inactive with MO transmission
An optimized data transmission for small data can be achieved using the RRC Inactive state for the UE connected to the 5GS. RRC Inactive is supported in 5GS from Rel-15 when NG-RAN is used. This solution proposes to use RRC Inactive also when NB-IoT and LTE-M are used.
The RRC_INACTIVE feature can transmit small data without necessarily performing a full state transition to RRC_CONNECTED (see TR 38.804 [15], Annex G).

NOTE:
RRC Inactive for NB-IoT & LTE-M connected to 5GC is work in progress in RAN and coordination with RAN is needed.
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Figure 6.7.4.4.1-1: RRC Inactive with MO transmission

1-3. The RRC connection is moved from inactive to active.

4.
The UE sends a UL data PDU with small data to the RAN.

5.
The RAN forwards the UL data PDU to the UPF, which forwards to NIMF based on PDU Session information stored at UPF for Unstructured PDU Session or based on IP addressing for PDU Session of type IP.

6-7.
The NIMF may respond with a DL data PDU, e.g. an acknowledgement, which if forwarded to the UE by the RAN.

8.
The RAN suspends the RRC connection to inactive mode after a RAN specific timeout.

9.
UE enters RRC Inactive mode.

10-11.
The NIMF forwards the received UL data using a MO Indication to the SCS/AS associated with the connection established by the UE and receives an MO Acknowledgement from the SCS/AS.

6.7.4.4.2
Early Data Transmission with MO transmission

A very efficient data transmission can be achieved for one of the most frequent small data transmissions scenarios, i.e. one UL message (acknowledged or unacknowledged). Acknowledgements, if used, are often generated by a protocol layer on NIMF southbound interface. The NIMF is assumed to be dimensioned for low latency response of small data communications, allowing the potential acknowledgement to be included as Early Data Transmission in the RRC Command message. This enables low delay communication and reduced UE power consumption with a minimum signalling.
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Figure 6.7.4.4.2-1: Early Data Transmission with MO transmission
Editor's note:
The details of the Early Data Transmission sequence is FFS and dependent on RAN decisions.

0.
A UE decides to send a small data sensor value to the SCS/AS.

1.
The UE is in RRC Inactive and before the UL data PDU can be transmitted a resume of the radio connection is invoked

2.
The UL data PDU is included as Early Data Transmission with the RRC Resume Request.

3.
The RAN finds the UE context using the Resume ID and forwards the UL data PDU on the N3 interface to the UPF, which forwards the UL data PDU to the NIMF.

4.
The NIMF may respond with a DL data PDU, e.g. an acknowledgement.

5.
The RAN receives the DL data PDU before the RRC respond timer expires in the RAN and includes the DL data PDU as Early Data Transmission with the RRC Command sent to the UE.

6.
The RRC connection is suspended to Inactive mode.

7.
The NIMF forwards the received UL data using a MO Indication to the SCS/AS associated with the connection established by the UE.

8.
The NIMF receives an MO Acknowledgement from the SCS/AS.

6.7.4.5
Power saving states and MT transmission

Editor's note:
Dependent on progress of KI Power Saving Functions and KI High Latency Communication.
6.7.5
Impacts on existing entities and interfaces
Editor's note:
This clause describes impacts to existing entities and interfaces.

6.7.6
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

6.X
Solution #X: <Solution Title>

6.X.1
Introduction
Editor's note:
This clause lists the key issue(s) addressed by this solution.

6.X.2
Functional Description

Editor's note:
This clause outlines solution principles and documents any assumptions made.

6.X.3
Support of EPC interworking
Editor's note:
This clause describes if and how EPC-5GC interworking is supported by this solution.

6.X.4
Procedures

Editor's note:
This clause describes high-level procedures and information flows for the solution.
6.X.5
Impacts on existing entities and interfaces
Editor's note:
This clause describes impacts to existing entities and interfaces.

6.X.6
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

7
Evaluation
Editor's note:
This clause will provide a general evaluation of the solutions.
8
Conclusions

Editor's note:
This clause will capture conclusions from the study.
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4.N4 Session Establishment Request


1.PDU Session Establishment Request


2.Nsmf_PDUSession_CreateSMContext Request


5.N4 Session Establishment Response


3.Nsmf_PDUSession_CreateSMContext Response


6.Namf_Communication_N1N2MessageTransfer


7.PDU Session Establishment Accept
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