	3GPP TR 23.700-81 V0.2.0 (2022-04)

	Technical Report





	3rd Generation Partnership Project;

Technical Specification Group Services and System Aspects;

Study of Enablers for Network Automation for 5G

5G System (5GS); Phase 3

(Release 18)

	


	[image: image1.jpg]s




	[image: image2.png]=

A GLOBAL INITIATIVE





	

	The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP.
The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.
This Specification is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and Reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners' Publications Offices.




	

	3GPP

Postal address

3GPP support office address

650 Route des Lucioles - Sophia Antipolis

Valbonne - FRANCE

Tel.: +33 4 92 94 42 00 Fax: +33 4 93 65 47 16

Internet

http://www.3gpp.org



	Copyright Notification

No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

© 2019, 3GPP Organizational Partners (ARIB, ATIS, CCSA, ETSI, TSDSI, TTA, TTC).

All rights reserved.

UMTS™ is a Trade Mark of ETSI registered for the benefit of its members

3GPP™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
LTE™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners

GSM® and the GSM logo are registered and owned by the GSM Association




Contents

6Foreword

1
Scope
8
2
References
8
3
Definitions of terms and abbreviations
9
3.1
Terms
9
3.2
Abbreviations
9
4
Architectural Assumptions and Principles
9
5
Key Issues
9
5.1
Key Issue #1: How to improve correctness of NWDAF analytics
9
5.1.1
Description
9
5.2
Key Issue #2: NWDAF-assisted application detection
10
5.2.1
Description
10
5.3
Key Issue #3: Data and analytics exchange in roaming case
11
5.3.1
Description
11
5.4
Key Issue #4: How to Enhance Data collection and Storage
11
5.4.1
Description
11
5.5
Key Issue #5: Enhance trained ML Model sharing
11
5.5.1
Description
11
5.6
Key issue #6: NWDAF-assisted URSP
12
5.6.1
Description
12
5.7
Key Issue #7: Enhancements on QoS Sustainability analytics
12
5.7.1
Description
12
5.8
Key Issue #8: Supporting Federated Learning in 5GC
13
5.8.1
Description
13
5.9
Key Issue #9: Enhancement of NWDAF with finer granularity of location information
14
5.9.1
Description
14
5.10
Key Issue #10: Interactions with MDAS/MDAF
14
5.10.1
Description
14
6
Solutions
15
6.0
Mapping Solutions to Key Issues
15
6.1
Solution #1: Improving Correctness using multiple ML models for an analytics report
15
6.1.1
Description
15
6.1.2
Procedures
16
6.1.2.1
General
16
6.1.2.2
Support for describing multiple ML models in provisioning service operations
16
6.1.3
Impacts on Existing Nodes and Functionality
17
6.2
Solution #2: Improving the Correctness of Service Experience Predictions with Contribution Weights
18
6.2.1
Description
18
6.2.2
Procedures
18
6.2.3
Impacts on Existing Nodes and Functionality
18
6.3
Solution #3: Accuracy based NWDAF Analytics Correctness Improvement
19
6.3.1
Description
19
6.3.2
Procedures
20
6.3.3
Impacts on services, entities and interfaces
21
6.4
Solution #4: Determining ML model drift for improving analytics accuracy
21
6.4.1
Description
21
6.4.2
Procedures
22
6.4.3
Impacts on services, entities and interfaces
24
6.5
Solution #5: Enhancements on ML model provision to improve correctness of NWDAF analytics
24
6.5.1
Description
24
6.5.2
Procedures
25
6.5.2.1
Procedures for AnLF based error monitoring
26
6.5.2.2
Procedures for MTLF based error monitoring
26
6.5.2.3
Procedures for MTLF to detect dynamics on the analytics
27
6.5.3
Impacts on Existing Nodes and Functionality
29
6.6
Solution #6: Correctness improvement of NWDAF by determining ML model performance
29
6.6.1
Description
29
6.6.2
Procedures
29
6.6.3
Impacts on Existing Nodes and Functionality
30
6.7
Solution #7: Enhancements to NWDAF analytics services
31
6.7.1
Description
31
6.7.2
Procedures
32
6.7.2.1
Analytics consumer rating an NWDAF analytics provided by an NWDAF containing AnLF
32
6.7.2.2
NWDAF containing AnLF rating an ML model provided by an NWDAF containing MTLF
33
6.8
Solution #8: NWDAF assisted service type detection
34
6.8.1
Description
34
6.8.2
Procedures
36
6.8.3
Impacts on Existing Nodes and Functionality
36
6.9
Solution #9: NWDAF-assisted application detection
37
6.9.1
Description
37
6.9.2
Input Data
37
6.9.3
Output Analytics
38
6.9.4
Procedures
38
6.9.5
Impacts on Existing Nodes and Functionality
39
6.10
Solution #10: Support for Data and Analytics Exchange in Roaming Case
40
6.10.1
Description
40
6.10.2
Procedures
40
6.10.3
Impacts on services, entities and interfaces
42
6.11
Solution #11: PDU session management in roaming scenarios using network analytics
42
6.11.1
Description
42
6.11.2
Procedures
42
6.11.3
Impacts on Existing Nodes and Functionality
44
6.12
Solution #12: DCCF and MFAF Relocation
44
6.12.1
Description
44
6.12.2
Procedures
45
6.13
Solution #13: NWDAF MTLF and NWDAF AnLF interoperability support for registration and discovery in 5GC
46
6.13.1
Description
46
6.13.2
Procedures
47
6.14
Solution #14: Enhance trained ML Model sharing via ML Model format
48
6.14.1
Description
48
6.14.1.1
General
48
6.14.1.2
Registration and discovery of NWDAF (containing MTLF) with ML model Format Information
49
6.15
Solution #15: ML model sharing with different AnLF providers
50
6.15.1
Description
50
6.15.2
Procedures
50
6.15.3
Impacts on Existing Nodes and Functionality
51
6.16
Solution #16: NWDAF assisted URSP determination
51
6.16.1
Description
51
6.16.1.1
Input Data
53
6.16.1.2
Output Analytics
55
6.16.2
Procedures
55
6.16.3
Impacts on Existing Nodes and Functionality
55
6.17
Solution #17: NSSP in roaming scenarios using network analytics
56
6.17.1
Description
56
6.17.2
Procedures
56
6.17.3
Impacts on Existing Nodes and Functionality
58
6.18
Solution #18: Integrity KPI for QoS Sustainability Analytics
58
6.18.1
Key Issue mapping
58
6.18.2
Description
58
6.18.3
Procedures
59
6.18.4
Impacts on services, entities and interfaces
60
6.19
Solution #19: Enhanced QoS Sustainability Analytics in the finer granularity area
61
6.19.1
Description
61
6.19.2
Procedures
62
6.19.2.1
General
62
6.19.2.2
Input data
62
6.19.2.3
Output analytics
63
6.19.2.4
Procedures
64
6.19.3
Impacts on Existing Nodes and Functionality
64
6.20
Solution #20: GTP metrics for QoS Sustainability analytics
64
6.20.1
Description
64
6.20.2
Input data
65
6.20.3
Procedures
65
6.20.3
Impacts on services, Existing Nodes and Functionality
65
6.21
Solution #21: Federated Learning procedure between different NWDAFs
66
6.21.1
Description
66
6.21.2
Procedures
66
6.21.2.1
NWDAF "FL Capability" Registration
66
6.21.2.2
NWDAF Selection for FL operation
66
6.21.2.3
FL operation between NWDAFs containing MTLF
67
6.21.3
Impacts on Existing Nodes and Functionality
68
6.22
Solution #22: Federated learning group creation
69
6.22.1
Description
69
6.22.2
Procedures
69
6.22.3
Impacts on Existing Nodes and Functionality
70
6.23
Solution #23: Support of federated learning for model training
71
6.23.1
Description
71
6.23.2
Procedures
72
6.23.3
Impacts on services, entities and interfaces
74
6.24
Solution #24: Horizontal Federated Learning among Multiple NWDAFs
74
6.24.1
Description
74
6.24.2
Procedures
75
6.24.2.1
General procedure for Federated Learning among Multiple NWDAF Instances
75
6.24.2.2
Procedure for usage of Federated Learning in Abnormal Behaviour
76
6.24.3
Impacts on Existing Nodes and Functionality
77
6.25
Solution #25: Outdoors Advertisement use case with finer granularity location information
77
6.25.1
Description
77
6.25.2
Input Data
78
6.25.3
Output Analytics
78
6.25.4
Procedures
79
6.25.5
Impacts on Existing Nodes and Functionality
80
6.26
Solution #26: Finer granularity of location information based on cell sequence
80
6.26.1
Description
80
6.26.2
Procedures
80
6.26.3
Impacts on Existing Nodes and Functionality
81
6.27
Solution #27: Relative Proximity Analytics
81
6.27.1
Description
81
6.27.2
Procedures
83
6.27.3
Impacts on Existing Nodes and Functionality
84
7
Overall Evaluation
84
8
Conclusions
85
Annex A: Change history
85





































Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

In the present document, certain modal verbs have the following meanings:

shall

indicates a mandatory requirement to do something

shall not
indicates an interdiction (prohibition) to do something

NOTE 1:
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.

NOTE 2:
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.

should

indicates a recommendation to do something

should not
indicates a recommendation not to do something

may

indicates permission to do something

need not
indicates permission not to do something

NOTE 3:
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.

can

indicates that something is possible

cannot

indicates that something is impossible

NOTE 4:
The constructions "can" and "cannot" shall not to be used as substitutes for "may" and "need not".

will

indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document

will not

indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document

might
indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document

might not
indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document

In addition:

is
(or any other verb in the indicative mood) indicates a statement of fact

is not
(or any other negative verb in the indicative mood) indicates a statement of fact

NOTE 5:
The constructions "is" and "is not" do not indicate requirements.

1
Scope

This study focuses on key issue description, solution and evaluation/conclusion on further enhancement for network automation, as documented in 3GPP TS 23.288 [5], by covering the following objectives:

-
Study possible mechanisms for improved correctness of NWDAF analytics;

-
Investigate whether and how NWDAF can assist application detection;

-
Investigate whether and how to support data and analytics exchange in roaming case;

-
Investigate data collection and data storage enhancements (including DCCF and ADRF enhancements, e.g., DCCF relocation, ADRF selection, ML model storage);

-
Study whether and how to enhance trained ML Model sharing for different vendors;

-
Study whether and how interactions between NWDAF can leverage MDAS/MDAF functionality for data collection and analytics;
-
Investigate NWDAF-assisted URSP

-
Study whether and how to enhance the QoS sustainability analytics with finer granularity and additional input data;

-
Study whether and how to enhance architecture to support federated learning in the 5GC; and

-
Study NWDAF enhancements considering the finer granularity of location information than TA and cell level.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 23.501: "System Architecture for the 5G System; Stage 2".

[3]
3GPP TS 23.502: "Procedures for the 5G system, Stage 2".

[4]
3GPP TS 23.503: "Policy and Charging Control Framework for the 5G System".

[5]
3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services".

[6]
3GPP TS 22.071: "Location Services (LCS); Service description; Stage 1".

[7]
3GPP TS 28.552: "Management and orchestration; 5G performance measurements".
[8]
ITU-T Y.1540: "Internet protocol data communication service - IP packet transfer and availability performance parameters".

[9]
3GPP TS 28.554: "5G end to end Key Performance Indicators (KPI)".
[10]
3GPP TS 23.003: "Numbering, addressing and identification".
[11]
3GPP TS 29.510: "5G System; Network Function Repository Services; Stage 3".
3
Definitions of terms and abbreviations

3.1
Terms

For the purposes of the present document, the terms given in 3GPP TR 21.905 [1], TS 23.501 [2] and TS 23.503 [4] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1], TS 23.501 [2] and TS 23.503 [4].

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1], TS 23.501 [2] and TS 23.503 [4] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1], TS 23.501 [2] and TS 23.503 [4].

4
Architectural Assumptions and Principles

The architecture for the present study shall be based on the existing NWDAF framework as specified in TS 23.288 [5], TS 23.501 [2], TS 23.502 [3] and TS 23.503 [4].

Solutions shall comply with the 5G System architectural principles in TS 23.501 [2], and network data analytics principles in TS 23.288[5].
In addition, the following architectural assumptions are followed:
-
In terms of user data privacy and security improvement, the cooperation with SA3 is needed;

-
For how to collect user plane data, the cooperation with FS_UPEAS is needed.

5
Key Issues

5.1
Key Issue #1: How to improve correctness of NWDAF analytics
5.1.1
Description

Correctness of predictions is usually associated to accuracy, which represents the most prominent KPI to rate ML models. However, the accuracy can be corrupted by a wrong calculation and/or unfair feedback collection. It is thus of utmost importance to ensure that the accuracy is meaningful, consistent, and comparable.

Incorrect predictions can be due to the fact that the accuracy of an ML model during inference may be lower than the accuracy of the same ML model during training. This is likely to happen if the training data set differs significantly in terms of distribution and features from the input data that the ML model is fed with during inference. Knowing how the ML model is meant to be used would help to train the ML model efficiently and effectively.

The following aspects need to be studied:

-
How to detect that improving the correctness of an Analytics ID is needed?

-
How and what information is required to compute and represent the correctness of NWDAF analytics in a reliable way?

NOTE:
Whether the information is used to represent correctness of NWDAF analytics may depend on the use case.

-
Whether and what action(s) should be taken when the NWDAF Analytics are considered incorrect, whether and how a NF can continue consuming an Analytics ID for which the need for improvement has been detected?
-
Whether and which action(s) should be taken by consumer NF to help improve correctness of NWDAF Analytics.

-
Whether and how the NWDAF can improve correctness of NWDAF Analytics (e.g. which existing and/or additional information may be used by the NWDAF to improve the correctness of NWDAF Analytics)?

-
Whether there is a need for architectural and/or functional enhancements for improving correctness of NWDAF Analytics, if there is additional signalling load caused by any new functional enhancement and how to mitigate the signalling?

-
How and which information is needed to enhance the ML model provisioning to improve the correctness of NWDAF Analytics.

-
Study mechanisms to detect that degradation on an ML model has happened and whether and which actions should be triggered.

5.2
Key Issue #2: NWDAF-assisted application detection

5.2.1
Description

This key issue proposes to study whether and how the NWDAF can assist the detection of the traffic generated by an application. This KI corresponds to WT#2.1: NWDAF assisted application detection.

The detection of traffic generated by an application can be performed using the application detection filters in the UPF/SMF and those application detection filters may include Packet Flow Description(s), i.e., PFD(s). Depending on service level agreements between the operator and the Application Service Provider (ASP), the ASP may provide PFD(s) for each application identifier maintained by the ASP. 

It will be studied whether and how the NWDAF can assist to identify the traffic specific to a certain application at the UPF.

The following issues shall be studied:

-
How to consider the consent of user and ASP (i.e. no privacy and regulatory issue) for performing and exposing the analytics for application detection?

-
Whether and how the NWDAF can assist the application detection, considering the following aspects:

-
Study use cases where the NWDAF can assist the application detection, for instance how to detect the application traffic if the ASP provides initial PFD information but does not update it in time or does not update it anymore, or if the ASP does not provide any PFD information.

-
If NWDAF provides analytics to assist the application detection performed at the UPF. What is the potential consumer of these analytics (e.g. NEF/PFDF) and how does that consumer use these analytics?

-
Whether new input data needs to be collected by NWDAF to assist the application detection performed at the UPF?

-
Whether existing or new Analytics ID(s) are needed to be provided by NWDAF to assist the application detection performed at the UPF?

Solutions for this key issue shall not cause degradation of UPF performance.

NOTE:
Coordination with FS_ UPEAS / Study on UPF enhancement for Exposure and SBA may be needed.

5.3
Key Issue #3: Data and analytics exchange in roaming case
5.3.1
Description
In roaming scenario, the HPLMN/VPLMN may need to collect data or consume analytics from the VPLMN/HPLMN. The data or analytics may relate to particular UEs or contain information about all UEs or groups of UEs. Both PLMNs (VPLMN, HPLMN) need the ability to control the amount of data exposed and to abstract or hide network-internal aspects based on user consent, operator policy, regulatory constraints and/or roaming agreements. Use cases for data exchange and analytics exposure between HPLMN and VPLMN require further investigation.

The technical aspects to be studied include the following:

-
Identification of use cases and requirements for data and/or analytics exchange between PLMNs (i.e., HPLMN and VPLMN(s)) in roaming scenario. For each use case, identify what raw data, existing or new Analytics IDs needs to be exchanged, and which existing Analytics ID can be enhanced or new Analytics ID can be generated for the roaming user based on the exchanged data

-
Determination of possible architecture enhancements to support this exchange in roaming scenarios and of any necessary enhancements to related NFs in HPLMN and VPLMN, e.g. possible enhancement on data collection using DCCF, or possible enhancement on data storage using ADRF, or possible enhancement on security and privacy of the data and analytics exchange between PLMNs.

NOTE 1:
Where possible, existing capabilities of the 5GC for inter-PLMN communication should be reused, for instance NRF capabilities to authorize access to services, and capabilities of Security Edge Protection Proxy (SEPP) defined in TS 33.501 [x] to manipulate data and to secure the confidentiality, integrity and authenticity of data exchange over the N32 interface between PLMNs.

NOTE 2:
Coordination with SA3 on security aspects is required.

NOTE 3:
Coordination with GSMA on sharing of user data while roaming may be required.

5.4
Key Issue #4: How to Enhance Data collection and Storage

5.4.1
Description

For this Key Issue the following aspects will be studied:

-
Interaction between multiple DCCFs and MFAFs (e.g. DCCF or MFAF relocation) if multiple DCCFs are deployed in one PLMN, to facilitate and improve data collection coordination.

-
Whether and how to enhance ADRF selection in case of multiple ADRF deployed in the network and whether and how to support ADRF relocation.

-
Whether and how the ADRF should store types of data other than historical data and analytics (e.g. ML models, analytics context) for network analytics. 

-
Whether and what other enhancements are required for storage of data and/or analytics in ADRF, NWDAF and/or data source NF.

-
Whether and what other enhancements can be made to further reduce signalling and data traffic and the impact of obtaining data on data sources related to network analytics.

5.5
Key Issue #5: Enhance trained ML Model sharing
5.5.1
Description

As described in the below note from clause 5.1, TS 23.288 [5] that in Rel-17 the ID(s) of the NWDAF containing MTLF(s) is locally configured in the NWDAF containing AnLF, and the NWDAF containing AnLF is only allowed to retrieve trained ML model(s) from the configured NWDAF containing MTLF(s). 

NOTE 3:
In this Release of the specification an NWDAF containing AnLF is locally configured with (a set of) IDs of NWDAFs containing MTLF and the Analytics ID(s) supported by each NWDAF containing MTLF to retrieve trained ML models. An NWDAF containing AnLF uses NWDAF discovery for NWDAF containing MTLF within the set of configured IDs of NWDAFs containing MTLF, if necessary. ML Model provisioning/sharing between multiple MTLFs is not supported in this Release of the specification.

In Rel-18, the following aspects are to be studied to enhance trained ML Model sharing between NWDAFs from different vendors:

-
How to discover and select a NWDAF containing MTLF even from different vendors which can provide interoperable trained ML model(s), and how to retrieve interoperable trained ML model(s) from it, by a NWDAF containing AnLF, including: 

-
Whether and what new functionality / function(s) is needed for support of trained ML model interoperability?

-
What additional information should be exchanged between the NWDAF containing MTLF and the NWDAF containing AnLF, for support of trained ML model interoperability.

-
Whether and how to define common characteristics for trained ML models from different vendors?

NOTE 1:
Coordination with SA5 is needed for ML model sharing aspects.
NOTE 2:
Coordination with SA3 is needed for security aspects related to ML model sharing (e.g., ML model integrity, authorization of use, etc.) as investigated by this Key Issue.
5.6
Key issue #6: NWDAF-assisted URSP
5.6.1
Description

NWDAF can already provide some network analytics to PCF for policy decisions as described in clause 6.1.1.3 in TS 23.503 [4]. However, further investigation is required on whether and how analytics can be used to assist in the generation of URSP Rules.
In this key issue, the following aspects need to be studied:
-
Whether any and which components of the URSP rules can benefit from analytics.

-
Whether and how existing Analytics IDs, or new Analytics ID(s) can be used to assist in the generation of URSP Rules.

-
What procedures trigger the subscription to these Analytics IDs.

-
Whether new (set of) interactions(s) are required to assist in the generation of URSP Rules as defined in Rel17, and how to define the new interactions if needed.

-
What information should be collected (or provided) as input (or output) by the NWDAF for these Analytics IDs

5.7
Key Issue #7: Enhancements on QoS Sustainability analytics 
5.7.1
Description
Currently, NWDAF can provide Cell level QoS Sustainability analytics with limited QoS parameters, i.e., RAN UE Throughput and QoS Flow retainability. More KPIs reporting for QoS Sustainability analytics would benefit, e.g. for V2X use cases as defined by 5GAA. 
Therefore, the following aspects are needed to be studied for QoS Sustainability analytics enhancement:

-
Whether and how to enhance the QoS Sustainability analytics with a finer granularity area (e.g. below Cell level)? Or alternatively if a new Analytics ID is required for the finer granularity area for this purpose?

-
Whether and how to enhance the QoS Sustainability analytics (or a new Analytics ID) with additional input and/or output data?

-
Whether and how to enhance the request for QoS Sustainability analytics (or a new Analytics ID)?

NOTE:
Coordinated activities with 5GAA are needed. 

5.8
Key Issue #8: Supporting Federated Learning in 5GC 

5.8.1
Description

This contribution is related to WT # 4.1.
Current enablers for network automation architecture by NWDAF still faces some major challenges as follows:

-
User data privacy and security (protected by e.g. GDPR) has become a worldwide issue, it is also difficult for NWDAF to collect UE level network data.

-
With the introduction of MTLF in R17, various data from wide area is needed to train an ML model for NWDAF containing MTLF. However, it is difficult for NWDAF containing MTLF to collect all the raw data from distributed data source in different areas.

In order to address the challenges, 3GPP tries to adopt Federated Learning (also called Federated Machine Learning) technique in NWDAF containing MTLF to train an ML model, in which there is no need for raw data transferring (e.g. centralized into NWDAF) but only need for cooperation among multiple NWDAFs (MTLF) i.e., sharing of ML model and of the learning results among multiple NWDAFs (MTLF). In R17, however, the cooperation of multiple NWDAF containing MTLF is explicitly prohibited and it is only allowed for NWDAF containing AnLF to subscribe or request the ML model from the configured NWDAF containing MTLF

This Key Issue is aim to study architecture enhancement to support Federated Learning which allows the cooperation of multiple NWDAF containing MTLF to train an ML model in 3GPP network with the following aspects:

-
Identify the use cases that required Federated learning in 5GC;

-
Study the registration and discovery of the NWDAF supporting Federated Learning;

-
Study how to decide whether Federated Learning is required or not for an existing Analytics ID or a new Analytics ID;

-
Study how to coordinate multiple NWDAFs including selection of participant NWDAF instances in the Federated Learning group, e.g., assistance information (if any) to perform the selection, and decision of role for the participant NWDAF;

-
Study whether and how to perform performance (e.g. network performance and model performance) monitoring of the NWDAF Federated Learning operation;

NOTE 1:
Performance monitoring of Federated Learning operation should be aligned with mechanisms for improved correctness of analytics defined in WT#1.2.
NOTE 2:
In terms of user data privacy and security improvement, the cooperation with SA3 is needed.

NOTE 3:
The impact on UE and RAN shall be avoided for this Key Issue.

NOTE 4:
Solutions requiring model distribution for FL should be aligned with mechanism for model sharing defined in WT#3.2

NOTE 5:
Server NWDAF connects to one layer of Client NWDAFs, and any of the Client NWDAFs cannot cascade more sublayers. 

NOTE 6:
All the NWDAFs attending the Federated Learning should belong to the same PLMN.
5.9
Key Issue #9: Enhancement of NWDAF with finer granularity of location information

5.9.1
Description

The NWDAF can retrieve and collect UE location information and then provide some analytics to NWDAF consumers, e.g. UE mobility analytics, QoS Sustainability Analytics as defined in TS 23.288 [5]. However, the UE location information that NWDAF can obtain is only TA/cell granularity in R17. 

The horizontal accuracy and the vertical accuracy of the existing location service can reach a granularity level finer than TA and cell level. Meanwhile, some extra information (e.g. speed, heading) could possibly also be provided by the location service. But whether such LCS related information is beneficial for the NWDAF is not clear, and it also needs to be studied how the NWDAF can obtain such LCS related information. Therefore, a KI to study whether and how the NWDAF can provide additional benefits from location service is required.

In this key issue, the following aspects will be studied:
-
Identify use cases and corresponding existing or new Analytics ID(s) where the analytics require location information with finer granularity than TA/cell level, and how to enhance related existing Analytics ID(s).

-
Identify how an NWDAF determines that location information with finer granularity than cell/TA level is required in output analytics.

-
Identify what input data needs to be collected to deliver analytics with fine granularity location information.

-
Identify how NWDAF acquires the input data to deliver finer granularity location information. Whether and how the functionality and services of NWDAF or other NFs need to be enhanced.

NOTE 1:
Coordinated activities with the eLCS_ph3 study are needed.

NOTE 2:
Some examples of UE location different than cell/TA level are described in clause 4.2 and 4.3, TS 22.071 [6]

5.10
Key Issue #10: Interactions with MDAS/MDAF

5.10.1
Description

MDAS/MDAF functionality enables a service consumer to obtain management data analytics, and NWDAF can be one of such service consumers. The following aspects shall be studied: 

-
Identify which use case should be applied for the interactions between NWDAF and MDAS/MDAF

-
Whether and how NWDAF can leverage MDAS/MDAF functionality, for producing Analytics ID given in TS 23.288 [5]

-
Whether and how NWDAF can leverage MDAS/MDAF functionality for data collection

-
How MDAS/MDAF instances are discovered and selected by NWDAF

NOTE 1:
Solution impacts to MDAS/MDAF need SA5 to give inputs before conclusions are made.

NOTE 2:
Studying the MDAS/MDAF output is out scope of this KI.

6
Solutions

6.0
Mapping Solutions to Key Issues

Table 6.0-1: Mapping of solutions to key issues
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6.1
Solution #1: Improving Correctness using multiple ML models for an analytics report

6.1.1
Description

TS 23.288 [5] assumes that the NWDAF containing AnLF has a single ML model for inferring analytics, at a given time, after applying any potential analytics filter. However, in many scenarios, it is possible that the NWDAF containing AnLF may have multiple ML models at its disposal, and therefore, multiple ML models can be used to generate the analytic reports provided by a given Analytics ID.
Having the NWDAF containing AnLF multiple ML models to choose from, enables use cases where an ML model can be selected depending on, e.g., the UE location, time of day, network load, or any other filter of information.
This solution is based on the existence of several models to draw a prediction for a single Analytics ID. In all these scenarios, the following functionalities needs to be taken into consideration:

-
Each ML model needs to have a unique identifier within the PLMN which is assigned by the ML model creator, i.e., an NWDAF containing MTLF. The ML Model unique identifier may be created, e.g., upon the NF ID of the NWDAF containing an MTLF and a serial number.

Editor's note:
Who and how to create the unique identifier for ML model is FFS.
-
An NWDAF containing AnLF should be able to get all available ML models for a specific Analytics ID, from an NWDAF containing MTLF.
-
For the case of ML model provisioning, an NWDAF containing AnLF should be able to request ML model information (i.e., the parameters described in TS 23.288 [5] clause 6.2A.2) for an Analytics ID, from an NWDAF containing MTLF, and be able to receive responses including more than one ML model for the same Analytics ID.

-
Upon reception of multiple ML model information for the same Analytics ID, the NWDAF containing AnLF should be able to choose and download the model(s) of its choice.

Figure 6.1.1-1 presents an example of an NWDAF containing AnLF that collects multiple data, feeds each data to a multiple and different ML models, and uses three ML models for generating predictions for the same Analytics ID. Once a given ML model has generated a prediction, an internal logic in the aggregation/voting unit selects the best prediction and delivers it to the consumer. Therefore, the consumer is provided with the best of the three predictions or an optimized aggregated prediction.
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Figure 6.1.1-1: Aggregation/voting chooses the best prediction.
NOTE:
The aggregation/voting function in Figure 6.1.1-1 is for illustration purposes and is left to implementation logic.

6.1.2
Procedures

6.1.2.1
General

This solution does not require new procedures. However, the existing procedures for provisioning an ML model are extended to allow the description of multiple ML models: the data of several service operations are modified to accommodate the reference to multiple ML models and the delivery of multiple predictions.


6.1.2.2
Support for describing multiple ML models in provisioning service operations

Figure 6.1.2.2-1 illustrates a subscription using the Nnwdaf_MLModelProvision_Subscribe service operation for a given Analytics ID. This service operation is enhanced with an indication from the consumer declaring support for multiple ML models.

Then an Nnwdaf_MLModelProvision_Notify request is enhanced with the capability of including, for a given Analytics ID, pairs of unique identifiers of the ML model and its corresponding ML model information (as per TS 23.288 [5] clause 6.2A.2).
Then, the NWDAF containing AnLF can find out whether it has already downloaded any of the ML models identified by the unique identifier and may decide to download one or more ML models of its choice which has not already downloaded.
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Figure 6.1.2.2-1: Enhancements to Nnwdaf_MLModelProvision services

Figure 6.1.2.2-2 illustrates an NWDAF containing AnLF sending an Nnwdaf_MLModelInfo_Request request for a given Analytics ID to an NWDAF containing MTLF. This service operation is enhanced with an indication from the consumer declaring support for multiple ML models.

The NWDAF containing MTLF sends an enhanced response including, for a given Analytics ID, pairs of unique identifiers of the ML model and its corresponding ML model information (the ML model information is described in TS 23.288 [5] clause 6.2A.2).
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Figure 6.1.2.2-2: Enhancements to Nnwdaf_MLModelInfo service
6.1.3
Impacts on Existing Nodes and Functionality
The interfaces related to ML Model provisioning are updated to support multiple ML model in the following ways:

-
Nnwdaf_MLModelProvision_Subscribe and Nnwdaf_MLModelInfo_Request are enhanced with an indication, inserted by the consumer, indicating whether the consumer supports multiple ML models for the same Analytics ID.
-
Nnwdaf_MLModelProvision_Notify and the response to Nnwdaf_MLModelInfo_Request are enhanced for supporting the provisioning of data related to multiple ML models for the same Analytics ID, including pairs of unique identifiers of the ML Model together with its corresponding ML Model information.

6.2
Solution #2: Improving the Correctness of Service Experience Predictions with Contribution Weights

6.2.1
Description

This solution addresses the following aspects of Key Issue #1 for the Service Experience Analytics ID.

-
How and what information is required to compute and represent the correctness of NWDAF analytics in a reliable way?

-
Whether and how the NWDAF can improve correctness of NWDAF Analytics (e.g. which existing and/or additional information may be used by the NWDAF to improve the correctness of NWDAF Analytics)?

When Service Experience information is provided to the NWDAF for multiple UEs, the NWDAF does not know the relative importance of the Service Experience value (i.e. MOS) that was provided by each UE. For example, it might be that one the Service Experience of one UE is not very important because the UE is an infrequent user of the service, or the UE does not use all features that are associated with the service. Whereas another UE might be a frequent user of the service or a "power user" who uses many features that are associated with the service.

This solution proposes that, when the AF provides Service Experience Information for a group UEs, the AF can also provide a "Service Experience Contribution Weight" with each UE's Service Experience value. The "Service Experience Contribution Weight" is determined by the AF and indicates the relative importance of each UE's Service Experience. The NWDAF can then use this information to derive more accurate predictions and confidence values. For example, the NWDAF may choose to give less weight, or importance to a Service Experience value that is associated with a "Service Experience Contribution Weight" that is lower than other "Service Experience Contribution Weights". The format of the "Service Experience Contribution Weight" may be defined by stage-3 but an example is that the "Service Experience Contribution Weight" may be an integer value with a range that is agreed on between the MNO and AF where a higher value indicates more importance than a lower value. The NWDAF may use the "Service Experience Contribution Weight" values the improve the correctness of its Service Experience predictions and confidence values calculations (e.g giving less weight to less important values will result in improved correctness of its predictions).

6.2.2
Procedures

The NWDAF subscribes to the service data from the AF (i.e. the information in the Table 6.4.2-1 of TS 23.288 [5]) either directly for trusted AFs by invoking Naf_EventExposure_Subscribe service (Event ID = Service Experience information, Event Filter information = Area of Interest, Application ID) as defined in TS 23.502 [3], or indirectly for untrusted AFs via NEF by invoking Nnef_EventExposure_Subscribe service (Event ID = Service Experience information, Event Filter information = Area of Interest, Application ID).

When the AF provides the Service Experience Information (i.e. the information in the Table 6.4.2-1 of TS 23.288 [5]) the AF can also provide a "Service Experience Contribution Weight" for each Service Experience value.

The NWDAF considers the "Service Experience Contribution Weight" values when calculating Service Experience predictions and confidence values. How the NWDAF uses the "Service Experience Contribution Weight" values when calculating Service Experience predictions and confidence values is left to NWDAF implementation and is not in scope of 3GPP.

6.2.3
Impacts on Existing Nodes and Functionality
AF:

Sends the "Service Experience Contribution Weight" when sending a notification in response to an Naf_EventExposure_Subscribe service invocation (Event ID = Service Experience information).
NWDAF:

Receives the "Service Experience Contribution Weight" when receiving a notification in response to an Naf_EventExposure_Subscribe service invocation (Event ID = Service Experience information).

6.3
Solution #3: Accuracy based NWDAF Analytics Correctness Improvement
6.3.1
Description

This solution is about KI #1: How to improve correctness of NWDAF analytics to address how to improve correctness of NWDAF analytics.
In AI community, there is a concept called 'accuracy' which is used to indicate the correctness of an AI/ML model's predictions. The Accuracy is the percentage of correct predictions in all predictions. One of methods to determines a prediction is correct is to compare the prediction with the label (data). A set of data can be composed as (x, t), and the 'x' is 'input data' and 't' is 'label' or 'label data'. If this label is correct, it also is called 'ground truth'. 

For the regression problems, the predictions and label data may be not same but similar, and their difference can be calculated by other methods e.g. Mean Absolute Error (MAE). If this difference is smaller than a threshold, this prediction should be considered as correct.
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Figure 6.3.1-1: Accuracy in AI Community
As shown in Figure 6.3.1-2, Accuracy in Training (AiT) and Accuracy in Use (AiU) can be used to measure the correctness of a ML model, the Accuracy in Use should be observed/monitored by the NWDAF/network, which could be a trigger for NWDAF(MTLF) to re-train the ML Model if Accuracy in Use cross a threshold:
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Figure 6.3.1-2: Accuracy in Training with Training dataset vs Accuracy in Use with live network dataset
As shown in left side of the Figure, a NWDAF(MTLF) trained a ML Model with Training dataset (input data, label data) and the Accuracy in Training is to indicate the performance of ML model in training stage by comparing prediction with label data in validation dataset reserved from training dataset.

The NWDAF(MTLF) deliver the trained ML Model to a NWDAF(AnLF), which will be used by the NWDAF(AnLF) to perform inference with input data from live network.
3)
As shown in right side of the Figure, Accuracy in Use is to indicate the performance of ML model used in live network by comparing prediction with the observed label data i.e. ground truth from the live network.
Please note that the NWDAF(AnLF) performs inference with live network input data to get the prediction and also retrieves the label data from live network.

4)
However, due to some reasons, e.g. different data distribution between training data set and data in live network, poor model generalization ability, etc., there may be a gap between Accuracy in Training and Accuracy in Use, and the Accuracy in Use usually is not as good as Accuracy in Training especially as times goes by.
The NWDAF(AnLF) decides to indicate the NWDAF(MTLF) to re-train the AI/ML model e.g. if Accuracy in Use crosses a threshold or the gap between Accuracy in Training and Accuracy in Use crosses a threshold.
In order to improve training data quality e.g. the data distribution, the NWDAF(AnLF) also provides the input data, labelled data, where prediction is regarded as incorrect prediction by comparing with labelled data i.e. ground truth, to help the NWDAF(MTLF) to re-train a better AI/ML Model e.g. with model generalization ability.
Editor's note:
How the NWDAF(AnLF) determines the prediction is regarded as a incorrect prediction by comparing with the ground truth is FFS.

Similarly, regarding regression, MAE in training and MAE in use is introduced to measure the ML model correctness. 

6.3.2
Procedures

Figure 6.3.2-1 depicts the procedure for the proposed solution that the AnLF collects the label data and calculates the AiU.
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Figure 6.3.2-1: AnLF collect label data and calculate accuracy in use

Step 1:
The NWDAF(AnLF) service consumer subscribes to analytics information by invoking the Nnwdaf_AnalyticsSubscription_Subscribe service operation. The parameters that can be provided by the NWDAF service consumer are listed in clause 6.1.3, TS 23.288 [5].

Step 2:
The NWDAF(AnLF) subscribes to a NWDAF(MTLF) a trained ML Model by invoking the Nnwdaf_MLModelProvision (an Analytics ID) service operation.
Step 3~4:
The MTLF trains the model according to the requirement from AnLF and notifies the AnLF with the ML model information by invoking Nnwdaf_MLModelProvision_Notify (Analytic ID, the file address of the trained ML model, Accuracy in Training (AiT) or MAE in Training) service operation.

Step 5~8:
AnLF collects the input data from input data providers, e.g. OAM, NFs, makes predictions and sends the predictions to the NWDAF consumer NF.
Step 9~10:
the AnLF collects label data corresponding to predictions from data providers e.g. AF and SMF, and calculates the Accuracy in Use or the MAE in Use, which reflects the performance of ML model used in live network by comparing prediction with the observed labelled data i.e. ground truth from the live network.
Step 11:
The AnLF compares the Accuracy in Use with the Accuracy in Training and/or MAE in Use with MAE in Training and decide whether or not to send notification to MTLF to re-train the AI/ML model e.g. if Accuracy in Use cross a threshold or by comparing the between Accuracy in Training and Accuracy in Use.

Step 12~13:
The AnLF reuse MLModelProvision service (subscription Correlation ID, Analytic ID, AiU or MAE in Use, input data and label data) to modify of the original ML model subscription in step 2, indicating to the MTLF that the Accuracy in Use or MAE in Use is not good as the Accuracy in Training or MAE in Training and the MTLF retrains the model with new data from the AnLF.
In order to improve training data quality e.g. the data distribution, the AnLF provides the input data, label data i.e ground truth, where prediction is regarded as incorrect prediction by comparing with labelled data i.e. ground truth, to help the MTLF to re-train a better AI/ML Model e.g. with model generalization ability.

Editor's note:
how the NWDAF(AnLF) determines the prediction is regarded as an incorrect prediction by comparing with the ground truth is FFS.

Step 14~15:
The AnLF notifies the consumer that the Accuracy in Use is not as good as the Accuracy in Training to consequently stop using the provided analytic result by invoking the Nnwdaf_AnalyticInfo_Notify (Analytic ID, AiU, Disable notification).

6.3.3
Impacts on services, entities and interfaces
The solution has the following impacts:

NWDAF(AnLF):

-
Collects data from corresponding data provider(s) to calculate the Accuracy in Use.

-
Sends the notifications to the NWDAF(MTLF) and consumer to inform the Accuracy in Use or MAE in Use has decreased. 

NWDAF(MTLF):

-
Receives the notification that the Accuracy in Use or MAE in Use has decreased from NWDAF(AnLF) and re-trains the AI/ML Model.
NWDAF service Consumer:

-
Receives the notification that the Accuracy in Use or MAE in Use has decreased from NWDAF(AnLF) and stops using the analytics provided by the NWDAF(AnLF).
6.4
Solution #4: Determining ML model drift for improving analytics accuracy

6.4.1
Description
Editor's note:
This clause will describe the solution principles and architecture assumptions for corresponding key issue(s) which should be explicitly stated. Clause(s) may be added to capture details.

The accuracy of analytic output from an NWDAF depends very much on the accuracy of the ML model provided by the MTLF NWDAF.

The training data that are used to train an ML model are usually historical data (data stored in the ADRF). The validity/accuracy of the ML model depends on whether the training data used are up to date with the real-time network configuration/behaviour. For example, compared to when the training data were collected the network operator may configure additional network resources to a network slice, or the number of users accessing services via the core network may considerably increase (e.g. tourist season in the summer). Such use case may cause a model drift given that ML model was not trained with up-to-date data.

There are many reasons that ML model drift can occur but the main cause is a change of the data with time. A simple solution to this problem is to re-train an ML model periodically. Such approach will ensure that the NWDAF always uses an up-to-date training data for an ML model. However, such approach requires considerable resources and is not energy efficient. Hence a solution is required to allow the network (i.e. NWDAF) to determine when an ML model requires re-training.

The solution proposed in this paper focuses on the NWDAF to evaluate if an action taken by a consumer would result in a model drift and then evaluate if the training data are up-to-date.

A general procedure is provided in the figure below.
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Figure 6.4.1-1: Model drift detected at NWDAF MTLF

The general steps followed are:

-
A consumer of analytics determines an action and optionally provides the action taken to the MTLF

-
The MTLF determines if the action taken would significantly change the behaviour of one or more NFs and determine if there could be a data drift

-
The MTLF compares the training data with real-time (or near-real time) data and evaluate if (any) data drift detected would result in an ML model drift that would reduce the accuracy of the analytics. 

NOTE:
The MTLF can use statistical methods to determine if there is data drift. Such approach is out of scope of 3GPP
6.4.2
Procedures

Editor's note:
This clause describes high-level procedures and information flows for the solution.

The procedure is shown below:
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Figure 6.4.2-1: Model drift determined at MTLF NWDAF

1.
A consumer requests analytics including an Analytics ID as per 3GPP TS 23.288 [5]. For example, a consumer can request analytics for an Analytics ID for NF load. The request may include a minimum accuracy may denote a confidence level of the analytics requested. The consumer may include an indication that it can provide feedback on an action taken.
2.
The AnLF request an ML model from the MTLF NWDAF to derive analytics for the Analytics ID requested if the AnLF has no ML model available for the requested Analytics ID.
3.
The MTLF NWDAF provides the current trained ML model for the Analytics ID.
4.
The MTLF provides the requested ML model to the AnLF NWDAF. Based on the feedback indication provided by the consumer the MTLF may include in the request to provide feedback when a consumer determines an action based on analytics provided by the AnLF. The feedback is used to determine whether drift detection should be carried out for an ML model (see step 10). The MTLF includes a notification correlation ID in the request.
5.
The AnLF NWDAF derives analytics.
6.
The AnLF NWDAF provides requested analytics to the consumer. The AnLF also forwards the feedback request received from the MTLF.

7.
The consumer may determine an action based on the received analytics. For example, if the analytics indicate a high load at a UPF function the consumer, i..e. SMF, may select a less loaded UPF.

8.
[CONDITIONAL] Based on the feedback indication the consumer determines to report an action based on analytics received from an NWDAF.
9.
[CONDITIONAL] The consumer reports the action take to the MTLF.
Editor's note:
The type of actions that the consumer can provide is FFS
10.
The MTLF determines based on the feedback if the action taken by the consumer could trigger a drift in data that would invalidate the ML model. Alternatively, the MTLF at regular intervals initiates an ML model drift detection as described in steps 12-14.
11.
The MTLF NWDAF subscribes to historical data that were used to train the ML model for the specific Analytic ID from the ADRF.

12.
The MTLF NWDAF subscribes to real-time data (or near real time data) from the 5GC NFs, AF, OAM that are required to derive analytics for an Analytic ID (as described for each Analytic ID in 3GPP TS 23.288 [5].

13.
The MTLF NWDAF determines model drift by comparing historical data with near real time data. The MTLF NWDAF may use statistical analysis or use AI/ML procedures to determine data/model drift (out of scope of 3GPP).

14.
If the MTLF NWDAF determines that Model drift exceed a threshold the MTLF retrains the ML model. 

15.
The MTLF NWDAF may notify the AnLF that the ML model drift exceeds a threshold. The notification may notify the AnLF to stop using the ML model to provide analytics. The MTLF NWDAF may also provide an indication on when the updated ML model will be available.

16.
Based on the indication received from the MTLF the AnLF may indicate to the analytics consumer a pause in the subscription because an ML model requires retraining. The AnLF may also indicate the time new analytics will be available.

17.
The MTLF NWDAF provides the re-trained ML model to the AnLF NWDAF.

18.
The AnLF notifies the consumer to resume subscription indicating analytics are available.

6.4.3
Impacts on services, entities and interfaces
Editor's note:
This clause captures impacts on existing 3GPP nodes and functional elements.

-
MTLF: Identifying ML model drift by comparing historical data with real-time data.

-
Consumer of analytics: Providing feedback to AnLF/MTLF on an action taken.

6.5
Solution #5: Enhancements on ML model provision to improve correctness of NWDAF analytics 
6.5.1
Description

This is a solution for Key Issue #1: "How to improve correctness of NWDAF analytics".
This solution introduces several options for improving the correctness of NWDAF analytics by enabling the ability of self-correction on NWDAF based on closed-loop control. 

Specifically, in case of analytics for prediction, the provided analytics (i.e., desired data and events for prediction) by an NWDAF can be different to actual data or events occurred in analytics target period and it may become significant faults on the consumer NF action. In order to address the potential faults on NF action, this solution proposes that the procedures for NWDAF i) to monitor the accuracy of the provided analytics, and ii) to correct potential errors on analytics as described in clause 6.5.2.

For details, NWDAF is decomposed into AnLF and MTLF which provide analytics and ML model, respectively. Since AnLF generates analytics inferred by the provisioned ML model from MTLF, the error on analytics could be incurred by inappropriate ML model provision. Thus, MTLF should monitor the error on analytics for checking accuracy of the provisioned ML model. However, the current specification does not allow that MTLF monitors the analytics generated by AnLF as well as the actual data and events during Analytics target period. To that end, this solution proposes two options: i) AnLF based error monitoring, and ii) MTLF based error monitoring as described in clause 6.5.2.1 and 6.5.2.2, respectively.
Also, in current specification the MTLF provides ML model relying on the belief that the 5GS will be in similar state during Analytics target period as the period when the trained data had been sampled. In fact, however, the configuration updates, policy changes, and various unexpected events on 5GS would continuously occur during the analytics target period and it could incur the dynamics that the provisioned ML model have not been trained. In case, consequently, the accuracy of NWDAF analytics will be significantly degraded. In order to address the problem, this solution proposes to enable MTLF to detect the dynamics and to provide a better ML model for the system as described in clause 6.5.2.3.
6.5.2
Procedures

Figure 6.5.2-1 depicts the general procedures for this solution to enhance the accuracy of NWDAF analytics. 
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Figure 6.5.2-1: General procedures for enhancing the accuracy of NWDAF analytics

0.
The consumer NF subscribes to AnLF services (via DCCF) to provide a (set of) analytics.

1.
The NWDAF containing AnLF subscribes to a (set of) trained ML model(s) associated with a (set of) Analytics ID(s) by invoking Nnwdaf_MLModelProvision_Subscribe service operation.
2.
The NWDAF containing AnLF monitors error between generated analytics by the ML model and actual events, and sends the monitoring results to the NWDAF containing MTLF as described in clause 6.5.2.1.
3.
The NWDAF containing MTLF monitors difference between the data for training the ML model and the actual data as described in clause 6.5.2.2.
4.
The NWDAF containing MTLF detects the dynamics on 5GS associated with the analytics as described in 6.5.2.3.
5.
The NWDAF containing MTLF determines to re-select a (set of) trained ML model(s) associated with a (set of) analytics and/or to re-train the trained ML model(s) based on the retrieved results of step 2-4.
NOTE:
Each result of steps (i.e., step 2, step 3, and step 4) can trigger the decision of reselection and retraining of ML model.
6.
If the NWDAF containing MTLF select a novel trained ML model and/or re-trains the ML model, then send the ML model to the NWDAF containing AnLF by invoking Nnwdaf_MLModelProvision_Notify service operation. 
6.5.2.1
Procedures for AnLF based error monitoring
Figure 6.5.2.1-1 describes the procedures that NWDAF containing AnLF monitors the error on the provided analytics from the ML model.
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Figure 6.5.2.1-1: The procedures for AnLF based error monitoring and handling
0.
The NWDAF containing AnLF subscribes to a (set of) trained ML model(s) associated with a (set of) Analytics ID(s) by invoking Nnwdaf_MLModelProvision_Subscribe service operation as described in step 1 of Figure 6.5.2-1.
1.
The NWDAF containing MTLF provides a (set of) trained ML model(s) associated with a (set of) Analytics ID(s) and may indicate a (set of) threshold(s) for accuracy of the trained ML model by invoking Nnwdaf_MLModelProvision_Notify service operation.
2a-2b.
The NWDAF containing AnLF generates a (set of) Analytics and provide the Analytics to the consumer NF according to the service operation as described in step 0 of Figure 6.5.2-1, and store the provided Analytics to measure the accuracy compared to the actual data.
3.
The NWDAF containing AnLF continues to collect actual events and data related to the provided analytics during the analytics target period by triggering the procedures in clause 6.2 of TS 23.288 [5].
4.
The NWDAF containing AnLF measures the accuracy of the provided analytics at step 2a-2b by compared to the collected events/data at step 3.
5.
When the measured accuracy at step 4 is lower than the target accuracy of the analytics on the NWDAF containing AnLF and/or lower than the threshold for accuracy of the provided ML model, if provided at step 1, the NWDAF containing AnLF sends the errors by invoking Nnwdaf_MLModelProvision_Subscribe with the indication of cause = "inaccuracy".
6.5.2.2
Procedures for MTLF based error monitoring
Figure 6.5.2.2-1 describes the procedures that NWDAF containing MTLF monitors expected error on the analytics by the provisioned ML model. 
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Figure 6.5.2.2-1: The procedures for MTLF based expected error monitoring
0a.
The NWDAF containing MTLF trains an ML model with a set of trained data and stores the set of trained data or the characteristics of trained data (e.g., mean, variance, etc.) for step 3.
0b.
The NWDAF containing AnLF subscribes to a (set of) trained ML model(s) associated with a (set of) Analytics ID(s) by invoking Nnwdaf_MLModelProvision_Subscribe service operation as described in step 1 of Figure 6.5.2-1.
1.
The NWDAF containing MTLF provides a (set of) trained ML model(s) associated with a (set of) Analytics ID(s) to the NWDAF containing AnLF by invoking Nnwdaf_MLModelProvision_Notify service operation.
2.
The NWDAF containing MTLF discovers date source NFs by exploiting ML Model Filter Information and Target of ML Model Reporting, and collects actual events and data related to the analytics for the ML model during the ML Model Target Period by triggering the procedures in clause 6.2 of TS 23.288 [5].
3.
The NWDAF containing MTLF measures the differences between the set of trained data at step 0a and the collected events/data at step 2.
6.5.2.3
Procedures for MTLF to detect dynamics on the analytics
Figure 6.5.2.3-1 describes the procedures that NWDAF containing MTLF detect crucial changes in 5GS which impact on the ML model provision. 
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Figure 6.5.2.3-1: The procedures for detection of dynamics on the analytics
0a.
The NWDAF containing MTLF may have classes of 5GS state, which consist of e.g., set of configurations related to Target of Analytics Reporting, set of applied policies related to Target of Analytics Reporting, and set of expected events related to Target of Analytics Reporting, for ML Model provision, and may apply it to ML model selection for a certain analytics.
NOTE:
The classes of 5GS state may be set by operator's configuration or may be determined by the internal logic of NWDAF containing MTLF and it is out of SA2 scope.
0b.
The NWDAF containing AnLF subscribes to a (set of) trained ML model(s) associated with a (set of) Analytics ID(s) by invoking Nnwdaf_MLModelProvision_Subscribe service operation as described in step 1 of Figure 6.5.2-1.
1.
The NWDAF containing MTLF provides a (set of) trained ML model(s) associated with a (set of) Analytics ID(s) to the NWDAF containing AnLF according to the criteria and the classes of 5GS state by invoking Nnwdaf_MLModelProvision_Notify service operation.
2a-2d.
The NWDAF containing MTLF subscribes at least one of the services which provide the notification of changes on 5GS state which was set by the classes at step 0a (e.g., occurrence of changes on UE subscription data, occurrence of changed on UE policy, occurrence of changed on access and mobility related policy, occurrence of changed on session management related policy, configuration update by OAM, etc.) for the specific targets for analytics (e.g., the combination of S-NSSAI(s), UE IDs (SUPI), UE group ID(s), application ID(s), PDU Session ID(s), Serving AMF ID(s), Serving SMF ID(s), etc.).
Editor's note:
It is FFS how the NWDAF can retrieve the notification of changes on 5GS state.
3a-3d.
According to the subscription at step 2a-2d, the NWDAF containing MTLF receives the information of changes on 5GS state which was set by the classes at step 0a.
4.
In order to evaluate the impacts of 5GS state changes at step 3a-3d on the performance of provisioned ML model, the NWDAF containing MTLF may collect the event and data related to the ML model and the analytics during ML Model Target Period by triggering the procedures in clause 6.2 of TS 23.288 [5].
5.
The NWDAF containing MTLF evaluates the inconsistency of the provisioned ML model for the changed 5GS state at step 3a-3d with compared to the classes of 5GS state at step 0a and/or the actual data and events at step 4. According to the results of evaluation, the NWDAF containing MTLF may update the classes of 5GS state for ML model provision.
6.5.3
Impacts on Existing Nodes and Functionality

NWDAF containing AnLF:

-
AnLF can measure the error between the provided analytics and actual data/events.
NWDAF containing MTLF:
-
MTLF can measure differences between the trained data set for the provisioned ML model and the actual data/events.
-
MTLF should consider the errors on analytics, the differences between actual data/events and the trained data set, and/or the impact of the configuration updates, policy changes and various unexpected events to improve ML model provision services.
-
Some additional parameters will be added to Nnwdaf_MLModel_Provision_Subscribe/Notify service operation to support the procedure as described in clause 6.5.2.1.

NF:
-
In order to track the occurrence of changes on 5GS state, new event ID for event exposure may be needed.
6.6
Solution #6: Correctness improvement of NWDAF by determining ML model performance
6.6.1
Description
This solution addresses Key Issue #1 "How to improve correctness of NWDAF".
After the Analytics consumer NF consumes the analytics from the NWDAF containing AnLF, some network data are generated. The NWDAF shall collect these network data from the Analytics consumer NF after the Analytics consumer NF consumed the Analytics results. The network data are used to detect that improving the correctness of an Analytics ID is needed. And the network data will be used for the NWDAF to determine the ML model performance and/or re-train the ML model.
This solution provides the following functionalities:
-
The NWDAF collects network data of consumer NFs to support NWDAF perceive the correctness and ML model performance.
-
The NWDAF calculates network data to evaluate ML model performance and trigger further ML model training to improve the accuracy of NWDAF.
-
The NWDAF can reduce the signaling load of data collection through data collection function NF such as DCCF.
6.6.2
Procedures

The following figure presents an example procedure of correctness improvement of NWDAF by determining ML model performance.

[image: image15.emf]Data Source

Analytics Consumer 

NF

DCCF/MFAF/

ADRF

NWDAF containing 

MTLF

NWDAF containing 

AnLF

1. Performing Network Data Analytics and  Data Collection

4. Determining ML model performance

5. Nnwdaf_MLModelProvision_Subscribe/

 Nnwdaf_MLModelInfo_Request

6. 

Further training for an existing trained ML models

2. Nnf_EventExposure_Subscribe/

Ndccf_DataManagement_Subscribe

3. Nnf_EventExposure_Notify/

Ndccf_DataManagement_Notify

7. Nnwdaf_MLModelProvision_Notify/

 Nnwdaf_MLModelInfo_Request response


Figure 6.6.2-1: Procedure for correctness improvement of NWDAF by determining ML model performance
Steps 1 specified in TS 23.288 [5] are reused to perform network data analytics for the analytics consumer and data collection for the data consumer.
2-3.
After the analytics consumer NF consumes the analytics, the NWDAF containing AnLF collects the network data by invoking the Nnf_EventExposure_Subscribe service operation or via DCCF by invoking the Ndccf_DataManagement_Subscribe service operation, the network data may includes the data from analytics consumer NF and/or data source. This step is skipped if the NWDAF containing AnLF was subscribed to the analytics consumer NF and/or data source directly or via DCCF in step 1.
4.
The NWDAF containing AnLF determines ML model performance (e.g. accuracy, precision or recall) by comparing the network data and the analytics provided to the Analytics consumer NF in step 1.

The NWDAF containing AnLF determines whether further training of the ML Model is needed based on the ML model performance and internal strategies.
If further training of the ML Model is needed, the NWDAF containing AnLF subscribes ML model associated with the Analytics ID in step 1 by invoking the Nnwdaf_MLModelProvision_Subscribe to get the re-trained ML model, the subscribe information may include the ML model performance.

The NWDAF containing MTLF determines that further training is needed, this NWDAF may initiate data collection from NFs, (e.g. AMF/DCCF/ADRF), UE Application (via AF) or OAM as described in TS23.288, to re-train the ML model.

In addition, the NWDAF containing MTLF may collect the network data from the NWDAF containing AnLF for re-training the ML model. 

The NWDAF containing MTLF notifies the NWDAF containing AnLF with the re-trained ML Model Information (containing a (set of) file address of the trained ML model) by invoking Nnwdaf_MLModelProvision_Notify service operation.
6.6.3
Impacts on Existing Nodes and Functionality
NWDAF containing AnLF:
-
Supports collecting the network data after the analytics consumer NF consumes the analytics.
-
Supports determining ML model performance.

-
Supports triggering further training of the ML Model based on the ML model performance.
NWDAF containing MTLF:

-
Supports further training of the ML Model based on the ML model performance.

6.7
Solution #7: Enhancements to NWDAF analytics services

6.7.1
Description

In general, the ability for a service consumer to use a performance score to select an NWDAF Analytics and/or ML model may help such service consumer to obtain the desired level of correctness. This solution allows to rate ML models and/or NWDAF analytics provided by different producers (or by the same producer offering multiple ML models for the same NWDAF analytics).

In particular, an analytics consumer is allowed to rate an analytics service (i.e., Analytics ID) from an NWDAF (see procedure in clause 6.7.2.1), whereas an NWDAF containing AnLF is enabled to rate an ML model provided by an NWDAF containing MTLF (see procedure in clause 6.7.2.2). In this solution, a consumer from the same vendor of the analytics service or model provisioning service may rate the analytics service or the used ML model, while the entity producing/exposing the analytics service or ML model is not allowed to self-rate it. For example, an analytics consumer from the same vendor as the NWDAF containing AnLF producer can rate the analytics service, while self-ratings from the NWDAF containing AnLF are not accepted.

The solution leverages on the introduction of 

-
A Trusted Rating Logical Function (TRLF) that manages the rating provided by the service consumers. Furthermore, it ensures that only verified consumers (i.e., consumers that really have had access to the ML model and/or Analytics services) can rate the ML model and/or the Analytic service. For example, it prevents rating (of its own) by the producer of the ML model and/or analytics service while an analytics consumer from the same vendor is still able to rate the analytics service. For example, NWDAF(MTLF) that has produced the ML model is forbidden to rate such ML model, while NWDAF(AnLF) from the same vendor could rate the ML model if it has used the ML model.

-
A rating format that includes key information regarding the usage of the Analytics service provided or not by using an ML model and that can be exploited by other consumers as well as by other producers/vendors.

6.7.2
Procedures
6.7.2.1
Analytics consumer rating an NWDAF analytics provided by an NWDAF containing AnLF
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Figure 6.7.2.1-1: Procedure for analytics consumer rating an NWDAF analytics provided by an NWDAF containing AnLF

Pre-condition: NF profile of the NWDAF in NRF contains a metric that should be utilized to rate the analytics service. A metric is associated to each analytics service (i.e. Analytics ID).

1.
An Analytics Consumer sends a discovery request to NRF looking for NWDAFs providing the Analytics ID(s) and other input parameters as specified in TS 23.288 [5] clause 6.1.3.
2.
The NRF returns to the Analytics consumer the list of available NWDAFs matching the filter parameters along with the metrics to rate the analytics.
3.
The Analytics Consumer requests, for the discovered NWDAFs, the ratings of the Analytics ID from the Trusted Rating Logical Function (TRLF) through a Ntrlf_RatingDiscovery service. In the request, the Analytics Consumer specifies the NWDAF(s) and the Analytics ID(s). The Analytics Consumer sets the "rating aggregation level" request parameter according to its preferred value: "Global Average" to receive an aggregated model rating (i.e. a single value), "average per vendor" to receive a single average value for each vendor which issued a rating, or "detailed" in case it is interested to receive the rating from each service consumer which casted a rating.


The aggregated rating is a value, e.g., between 0 (very bad performance) to 5 (very good performance) derived by the TRLF by an average over all ratings. Along with the aggregated rating, the Analytics Consumer receives also the total number of ratings submitted, so that the consumer can derive the accuracy of the rating.


The Analytics consumer may also implement a local cache for such ratings, in order to avoid the need to query TRLF for each NWDAF discovery request. In this case, steps 2 and 3 may be skipped for future requests.

4.
The TRLF returns to the Analytics Consumer the requested ratings according to the specified "rating aggregation level". Based on the "average per vendor" or "detailed" model rating, the analytics consumer can identify how ratings were casted by each vendor.

5.
The Analytics consumer selects the NWDAF providing the best performance for the specific use case and scenario. The Analytics consumer requests the analytics service to the selected NWDAF specifying also its Consumer ID comprising the NF (instance or Set) ID and Vendor ID.

6.
The NWDAF generates a token that can be used by the Analytics consumer to rate the analytics service.

NOTE:
The normative aspects about token generation, and how it is used for verification and communicated to other NFs should be carried out in coordination with SA3.

7.
The NWDAF sends through the Ntrlf_AnalyticsServiceConsumed service to the TRLF information about the Consumer ID, Analytics ID, information on the ML model used for producing the analytics (if any), its own NWDAF (instance or Set) ID and the token generated for the Analytics consumer. In this way, the TRLF can associate the rating from the Consumer to the analytics service provided by the NWDAF and, implicitly, to the ML model used to generate it in case the analytics service is based on an ML model.

8.
The TRLF sends an acknowledgement to the NWDAF.

9.
The NWDAF sends the analytics response to the Analytics consumer along with the token generated for allowing only verified consumers (i.e., only the ones that really have consumed the service) to evaluate the analytics service.

In case the analytics consumer subscribed to the analytics service, the token is valid for the entire subscription duration and the consumer may update its rating by sending another Ntrlf_AnalyticsRating request. Once the subscription is terminated, the NWDAF shall inform the TRLF about it, such that only a final rating can be provided by the consumer after which the token is revoked.

10.
The analytics consumer evaluates the performance of the analytics service utilizing the metric obtained by NRF during the discovery procedure.

11.
The analytics consumer through the Ntrlf_AnalyticsRating service sends its rating to the TRLF. The request also includes the Consumer ID of the analytics consumer and the received token.

12.
The TRLF, in case the token matches and the analytics consumer is not the model producer, accepts and updates the rating. The TRLF stores the rating per Analytics ID and for each Consumer ID.

13.
The TRLF sends to the analytics consumer a confirmation regarding the update of the rating.

6.7.2.2
NWDAF containing AnLF rating an ML model provided by an NWDAF containing MTLF

This procedure, depicted in Figure 6.7.2.2-1, enables an NWDAF containing AnLF to rate an ML model received by NWDAF containing MTLF.
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Figure 6.7.2.2-1: Procedure for NWDAF containing AnLF rating an NWDAF analytics provided by an NWDAF containing MTLF

1.
The NWDAF containing AnLF requests, for the NWDAFs that support the Analytics ID for the desired AOI) the rating(s) of the employed ML model(s) from the Trusted Rating Logical Function (TRLF) through a Ntrlf_RatingDiscovery service. In the request, the NWDAF containing AnLF specifies the NWDAF(s) and the Analytics ID(s). The NWDAF containing AnLF sets the "rating aggregation level" request parameter according to its preferred value: "Global Average" to receive an aggregated model rating (i.e. a single value), "average per vendor" to receive a single average value for each vendor which issued a rating, or "detailed" in case it is interested to receive the rating from each service consumer which casted a rating.
2.
The TRLF returns to the NWDAF containing AnLF the requested ratings per model ID and per Analytics ID, according to the specified "rating aggregation level". Based on the "average per vendor" or "detailed" model rating, the analytics consumer can identify how ratings were casted by each vendor.

3.
The NWDAF containing AnLF selects the NWDAF containing MTLF providing the required performance of the ML model for the specific use case and scenario. The NWDAF containing AnLF subscribes to ML model provisioning service to the selected NWDAF specifying also its Consumer ID comprising the NF (instance or Set) ID and Vendor ID.

4.
The NWDAF containing MTLF generates a token that can be used by the NWDAF containing AnLF to rate the ML model.

5.
The NWDAF sends through the Ntrlf_AnalyticsServiceConsumed service to the TRLF information about the Consumer ID, Model ID and version used for producing the analytics, its NWDAF ID and version and the token generated for the NWDAF containing AnLF.

6.
The TRLF sends an acknowledgement to the NWDAF containing MTLF.

7.
The NWDAF containing MTLF sends the subscription notification to the NWDAF containing AnLF along with the token generated. 

8.
The NWDAF containing AnLF evaluates the performance of the ML model utilizing the metric obtained by NRF during the discovery procedure.

9.
The NWDAF containing AnLF through the Ntrlf_AnalyticsRating service sends its rating to the TRLF. The request also includes the Consumer ID of the NWDAF containing AnLF and the received token.

10.
The TRLF, in case the token matches and the NWDAF containing AnLF is not the model producer, accepts and updates the rating. The TRLF stores the rating per Analytics ID and for each Consumer ID.

11.
The TRLF sends to the NWDAF containing AnLF a confirmation regarding the update of the rating.

Editor's note:
It is FFS how to rate the ML model and analytics.
6.8
Solution #8: NWDAF assisted service type detection

6.8.1
Description

This solution is for Key Issue#2: NWDAF-assisted application detection.

Traditionally, the application traffic detection in user plane is depend on DPI (deep packet inspection) function installed in UPF. However, the DPI in only suitable for plaintext traffic (i.e. original readable text in the packet) but not for the encrypted traffic.
To help the encrypted application traffic detection, as defined in clause 6.1.2.3 of TS 23.503 [4], ASP may provide the PFD (packet flow description) information including Application ID, 3-tuple(s) etc. to the UPF via NEF (PFDF)/SMF. Then the UPF can determine the Application ID for the encrypted traffic based on the PFD information and the 5-tuple of the encrypted traffic. However, it is the ASP who determines if the PFD information is provided or not, which may be out of control for the Operator.
If no any PFD information from the ASP, it is possible for NWDAF to derive Service Type analytics (including e.g. Service Type and its corresponding IP 3-tuple and/or Traffic characteristics) to help the traffic detection in UPF.
Editor's note:
Basic service types may also be recognized via application detection at the UPF. Further explanation of use cases where that functionality is not sufficient is desirable.
Editor's note:
whether there is a need for a Service Type or the Application ID can cover is FFS.
As a potential consumer NF, the PFDF may subscribe or request the Service Type analytics and locally store the analytics as new PFD information, and then the PFDF pushes the new PFD information to SMF and UPF to identify the Service Type of the traffic flows based on the new PFD information and the 3-tuple of traffic in the UPF.

Editor's note:
The newly detected Service Type needs to be known to the different NFs, such as SMF, UPF, PCF and how this is done is FFS. How to use the Service Type for QoS control is FFS.
The input data for the Service Type analytics is shown in Table 6.8.1-1.
Table 6.8.1-1: Service flow level Data from UPF and/or AF related to a particular Service Type

	Information
	Source
	Description

	Timestamp
	UPF, AF
	A time stamp associated with the collected information.

	3-tuple
	UPF, AF
	protocol, server side IP address and port number for a service flow

	Duration 
	UPF, AF
	Duration of the service flow level data

	UL/DL Bit Rate
	UPF, AF
	The observed bit rate for UL direction; and

The observed bit rate for DL direction.

	UL/DL Packet Delay
	UPF, AF
	The observed Packet delay for UL direction; and

The observed Packet delay for the DL direction.

	Number of UL/DL packet transmission
	UPF, AF
	The observed number of UL/DL packet transmission.

	Size of UL/DL packet retransmission
	UPF, AF
	The observed size of UL/DL packet transmission.


NOTE:
How to collect the QoS flow level Network Data from UPF is depend on the conclusion of FS_UPEAS.
Editor's note:
It is ffs how the UPF can determine packet delay
Editor's note:
Extensive reporting of all traffic flows may conflicts with requirement to avoid extra UPF load in the key issue
With the input data, NWDAF uses the ML algorithm (e.g. K-Means) to cluster the data set to derive one or more 3-tuple(s) for a Service Type. The statistics and prediction types of Service Type analytics are shown in Table 6.8.1-2 and Table 6.8.1-3, respectively.
Table 6.8.1-2: Service Type statistics
	Information
	Description

	List of Service Types (1..max)
	

	> Service Type
	Service Type (including i.e. Browsing, Video Streaming, Audio Streaming, File Sharing, Multimedia, Interactive Messages, Video call over IP, Voice call over IP) of the traffic in UPF.

	>> IP 3-tuple
	One or more IP 3-tuples for the Service Type


Table 6.8.1-3: Service Type predictions
	Information
	Description

	List of Service Types (1..max)
	

	> Service Type
	Service Type of the traffic in UPF.

	>> IP 3-tuple
	One or more IP 3-tuples for the Service Type

	> Confidence
	Confidence of this prediction


Editor's note:
Whether others information should be added in the Table 6.8.1-2/Table 6.8.1-3is FFS.
6.8.2
Procedures
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Figure 6.8.2-1: Procedure for Service Type analytics provided to an NF

1.
The NF sends Nnwdaf_AnalyticsInfo_Request or Nnwdaf_AnalyticsSubscription_Subscribe (Analytics ID="Service Type", Target of Analytics Reporting, Analytics Filter Information, Analytics Reporting Information = ("Reporting Thresholds" and Analytics target Period(s))) to the NWDAF.

2.
The NWDAF collects service flow level data from UPF as listed in Table 6.8.1-1.

NOTE:
How to collect the service flow level data from UPF is depend on the conclusion of FS_UPEAS.

3.
The NWDAF collects service flow level data from AF as listed in Table 6.8.1-1.
4.
The NWDAF derives the requested analytics.

5.
The NWDAF sends Nnwdaf_AnalyticsInfo_Request response or Nnwdaf_AnalyticsSubscription_Notify (Service Type analytics).

6-7.
A change of user plane traffic information which is reported by UPF or AF, and is notified to NWDAF.

8.
The NWDAF derives new analytics taking into account the most recent data collected.

9.
The NWDAF provides a notification for the new analytics using Nnwdaf_AnalyticsSubscription_Notify service operation.
6.8.3
Impacts on Existing Nodes and Functionality
NWDAF:

-
Support for a new Analytics ID i.e. Service Type analytics.

-
Support subscribing for service flow level data from UPF and/or from AF and providing Service Type analytics to NF.

UPF/AF:

-
Report service flow level data to NWDAF.

6.9
Solution #9: NWDAF-assisted application detection

6.9.1
Description

This solution is proposed to address Key Issue #2: NWDAF-assisted application detection.
To differentiate an application traffic handling, the first step is to distinguish application traffic from other traffics. In 5G network, an application can be distinguished by a set of packet headers (SDFs) or application IDs. The most common approach to detect traffic is a set of packet headers, which usually contains source and destination address. The application ID can be used for referring the UPF's specific application detection filter. For managing detection information associated with application IDs, AF may provide PFDs according to clause 4.18 of TS 23.502 [3] to update application detection filter information. A PFD contents could contain flow description (service-side 3-tuple), URL, and domain name/protocol information. When an AF deliver PFD to NEF (PFDF), it will be distributed to SMFs and UPFs to enable flow detection according to clause 5.8.2 of TS 23.501 [2].

However, as indicated by the KI description, the ASP may provide an initial PFD information but does not update it in time or does not update it anymore, then it is unknown how the UPF detect the application traffic.

The objective of this solution is to automate application detection method using PFDs for newly/updated applications by extracting network traffic characteristics using the network data analytics. To realize this solution, one of the main features is 1) collect measurement of an application to extract statistical characteristics, 2) collect payload of packets to extract payload characteristics (such as domain name contained in the payload). The baseline usage of the generated analytics is to store the captured application characteristics as a PFD, and the PFD is used by SMF and UPF to detect an application defined as TS 23.502 [3].

In details, usually, although the IP 3-tuple for an application is changeable, Traffic Characteristics /Feature for the application is unchangeable. The NWDAF could collect the historical PFD information (including Application ID, historical IP 3-tuple, historical URL, historical Domain name information) from the NEF (PFDF) for applications.

Based on historical PFD information from ADRF and traffic information from UPF, new PFD information (including Application ID, new IP 3-tuple, new URL, new Domain name information) for the existing Application ID could be derived by the NWDAF and provisioned to the NEF as analytics output. The new PFD information provided by the NWDAF should be also stored into the UDR. Then the new PFD information could be used by the NEF to be used for PFD provisioning.
Editor's note:
It is FFS on how to handle the overlapping issue between the PFD information provided by NWDAF and the PFD information provided by AF.

The below is the principles of the solution:

-
A consumer (e.g. NEF) requests to the NWDAF to provide PFDs for newly detected applications.

-
The NWDAF requests to provide information on SDF that does not match an installed PDR at the SMF/UPF. 

-
The NWDAF analyses the collected data to generate unique traffic patterns, and provides it to the consumer (i.e. NEF).

-
The consumer i.e. NEF stores PFD associated with an application ID to enable the detection of application traffic in the future (out of scope).

6.9.2
Input Data

NWDAF collects QoS flow related data from SMF for a specific S-NSSAI, DNN, and UE. TThe detailed data are described in Table 6.9.2-1.

Table 6.9.2-1: input data to detect new application from NFs

	Information
	Source
	Description

	SUPI
	SMF / UPF
	UE ID for the UE who uses the application.

	S-NSSAI 
	SMF
	Identifies the Network Slice for which analytics information is provided.

	DNN
	SMF
	Identifies the data network name (e.g. internet) for which analytics information is provided

	Start/end time
	UPF
	Start and end time of traffic detection

	Data volume
	UPF
	Measured data traffic volume (per UL/DL)

	Data duration
	UPF
	Measured average data traffic (packets) duration (per UL/DL)

	QoS flow Bit Rate
	UPF
	The observed bit rate (per UL/DL)

	Packet transmission
	UPF
	The observed average number of packet transmission (per UL/DL)

	IP 3-tuple
	UPF
	to Identify a service flow of the UE who uses the application

	Packet's URL 
	UPF 
	URL is extracted from the inspected user plane packets.

	Packet's Domain Name
	SMF/UPF
	The domain name is extracted from the inspected user plane packets in a QoS flow

	Size of packets
	SMF/UPF
	Average size of packets

	PFD Information 
	ADRF
	Historical PFD Information stored in the NEF (PFDF) as defined in clause 6.1.2.3.2, TS 23.503 [4]

	> Application ID
	ADRF
	Identification of the application that refers to one or more application defection filters. 

	> IP 3-tuple
	ADRF
	Including protocol, server side IP address and port number

	> URL
	ADRF
	the significant parts of the URL to be matched, e.g. host name

	> Domain Name
	ADRF
	a Domain name matching criteria and information about applicable protocol(s)


Editor's note:
Extensive reporting of all traffic flows may conflict with requirement to avoid extra UPF load in the key issue.
6.9.3
Output Analytics

The output analytics of NWDAF is defined in Table 6.9.3-1.
The output analysis can be used to provision new PFDs for known applications, or define new PFDs for new applications, not known to NEF yet. Upon receiving the analytics including new PFDs information from the NWDAF, the NEF can assign a PFD ID for the unknown application. And, the assigned PFD ID can be used to identify/audit/report the unknown application.
Table 6.9.3-1: Output for new application detection

	Information
	Description

	Application ID
	Application ID of the application that refers to the application detection filter (Flow descriptor, URL or Domain name information)

	S-NSSAI
	Identifies the Network Slice for which analytics information is provided.

	DNN
	Identifies the data network name (e.g. internet) for which analytics information is provided

	Flow descriptor
	Flow descriptor containing 3-tuple, server side (destination address, port, and protocol) 

	URL
	the significant parts of the URL to be matched, e.g. host name defined in

	Domain name information
	a Domain name matching criteria and information about applicable protocol(s).


6.9.4
Procedures

The procedure depicted in 6.9.4-1 shows new application detection analytics.
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Figure 6.9.4-1: A procedure to extract application characteristics
1.
The consumer NF subscribes to the NWDAF to request analytics for application detection. This subscription maybe is triggered by local configuration or OAM. The Analytics Filter Information may optionally include the UE ID, S-NSSAI and/or DNN.

2.
The NWDAF fetches currently stored PFD information from NEF(PFD) and historical data from ADRF (not shown in the figure)

3.
The NWDAF collects session related information from the UPF about URL, Domain name part, and IP 3-tuples of packets from the SDF not matching installed PDRs.

4.
The NWDAF derives PFD analytics.

5.
The NWDAF notifies the analytics consumer NF with outputs.

6.9.5
Impacts on Existing Nodes and Functionality

NWDAF:

-
Needs to provide a new analytic for application detection information.

-
Needs to process user plane data for extracting traffic characteristics.

UPF:

-
Needs to report URL, Domain name part, and IP 3-tuples of packets from unknown application to NWDAF.

-
Needs to provide requested sessions statistics including data volume, data duration, QoS flow bit rate and packet transmission.

NEF (PFDF):

-
Supports to consume new PFD information from NWDAF.

6.10
Solution #10: Support for Data and Analytics Exchange in Roaming Case
6.10.1
Description

When two VPLMN and HPLMN expose data or analytics to each other, both PLMNs need the ability to control the amount of data exposed and to abstract or hide network-internal aspects based on user consent, operator policy, regulatory constraints and/or roaming agreements.
The solution following the following assumptions and principles:

-
The hPLMN may impose constraints on the type or amount of data collected. The constraints may differ for different vPLMNs.

-
The vPLMN may impose constraints on the type or amount of data collected. The constraints may differ for different hPLMNs.

-
The data collection must honor user data consent for user related data collection.

The solution proposes a Gateway Exposure Function (GEF) in a PLMN, which is responsible for data/analytics exposure to other PLMNs. The GEF is provisioned with constraints on the type and amount of data exposed to each PLMN according to roaming agreement. The GEF is also responsible for enforcing obtaining the user consent for data collection where applicable.

When a data/analytics consumer in PLMN A (vPLMN/hPLMN) needs to collect data/analytics from PLMN B (hPLMN/vPLMN), the consumer contacts the GEF in PLMN A, then GEF in PLMN A contacts GEF in PLMN B, which discovers the data/analytics producer in PLMN B and collects the data/analytics. GEF is also responsible for data/analytics manipulation before sending to the other PLMN according to the regulatory constraints and agreement.

Editor's note:
It is FFS if the GEF is a standalone function or collocated with either NEF, DCCF or NWDAF.
6.10.2
Procedures
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Figure 6.10.2-1: Data and Analytics Exposure via GEF when data/analytcis consumer is in vPLMN

Figure 6.10.2-1 shows the procedure when the data/analytics consumer is in the visiting PLMN (vPLMN), the NWDAF in the visiting PLMN (vNWDAF) needs to collect data/analytics from home PLMN (hPLMN) of the UE.
NOTE:
The UE can be one single UE, group of UE or any UE roaming to the VPLMN from the HPLMN.
It is assumed that both vGEF and hGEF have been provisioned, by their respective operators, with the policies and constraints for exporting data to or from roaming/home networks.

Step 0
GEF is registered itself in the NRF.

Step 1-2
The analytics consumer in the vPLMN (e.g., an AMF) wants to subscribe an Analytics for an inbound roaming UE, the vNWDAF determines that it needs to collect data/analytics from hPLMN of the UE. For example, the data to be collected might be related to expected UE behaviour. The analytics consumer and vNWDAF obtain the hPLMN ID from the SUPI of the UE. In the analytics request in step 1, the analytics consumer may provide indication to the vNWDAF, that the analytics needs data from hPLMN of the UE, or the vNWDAF can determine that based on the Analytics ID.
Step 3
vNWDAF discovers vGEF via vNRF. vNRF provides the ID of vGEF that is responsible for collecting data/analytics from that PLMN.

Editor's note:
It is FFS on GEF discovery and selection.

Step 4
vNWDAF sends data/analytics subscription request to the vGEF.

Editor's note:
Whether to reuse existing or new service to request data/analytics from the vGEF is FFS

Editor's note:
Whether vGEF is used in the procedure or vNWDAF can send directly to the hGEF is FFS.
Step 5
vGEF discovers hGEF via vNRF and hNRF.

Editor's note:
How to discover hGEF via vNRF and hNRF is FFS.

Step 6
vGEF send data/analytics subscription request to the hGEF which is got in step 5. hGEF checks roaming agreements, hPLMN policies and regulatory constraints between hPLMN and the origin vPLMN to determine if the request can be accepted or must be rejected.

Step7-8
If the checks in step 6 is OK, hGEF enforces user consent (for UE-related data collection) and collects data/analytics from the data/analytics sources in the hPLMN.

Step 9
hGEF manipulates the data/analytics according to the hPLMN policies and regulatory constrains and roaming agreements, e.g. remove some sensitive data, changes the granularity of the data, anonymization, formatting, etc.

Step 10-11
hGEF sends the data/analytics to vGEF and vGEF forwards to vNWDAF. vGEF may also manipulate the data/analytics to the format that the vNWDAF can understand.
Step 12
Alternatively, hGEF can send the data/analytics notification directly to the vNWDAF, if vGEF provides notification endpoint information of the vNWDAF in step 6.

When the analytics/data consumer is located in hPLMN, and the UE is roaming, the procedure shown in figure 6.10.2-2 applies instead. The difference from in figure 6.10.2-1 is step 3, which is now split into steps 3a and 3b. In step 3a the hNWDAF enforces the user consent with the hUDM. In step 3b the hNWDAF queries hUDM for retrieving the GUAMI of the AMF that is serving the user. This GUAMI contains the PLMN ID of the AMF, therefore, it can be used for determining whether the UE is roaming or not.
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Figure 6.10.2-2: Data and Analytics Exposure via GEF when data/analytcis consumer is in hPLMN

6.10.3
Impacts on services, entities and interfaces
Editor's note:
The impacts on services, entities and interfaces are FFS.
6.11
Solution #11: PDU session management in roaming scenarios using network analytics

6.11.1
Description

This solution addresses key issue #3: "Data and analytics exchange in roaming case".

PDU Session management in roaming scenarios can be improved using the data and analytics information exchange between HPLMN and VPLMN.

As specified in TS 23.502 [3], in the case of roaming, the AMF in the VPLMN determines if a PDU Session is to be established in LBO or Home Routing. For Home Routing, if the UE does not include an S-NSSAI in the PDU Session request, both a Serving PLMN S-NSSAI (in the Allowed NSSAI) and its corresponding HPLMN S-NSSAI values are selected by the AMF. Also, the AMF selects both an SMF in the Serving PLMN using the S-NSSAI of the Serving PLMN mapping to the S-NSSAIs of the HPLMN used for the PDU Session, and, additionally an SMF in the HPLMN using the S-NSSAI of the HPLMN used for the PDU Session. Here the selection of Network Slices (i.e. Serving PLMN S-NSSAI and its corresponding HPLMN S-NSSAI) and selection of SMFs (i.e. V-SMF and H-SMF) should take into account the status of Network Slices / NFs in both VPLMN and HPLMN. Therefore, analytics in HPLMN (i.e. Network Slice load level, NF load, etc.) can be sent to the VPLMN and used by the AMF in VPLMN for Network Slice and H-SMF selection for Home Routed PDU Session establishment.

6.11.2
Procedures

Figure 6.11.2-1 shows the procedure that V-NWDAF requests the Network Slice load level analytics in HPLMN from H-NWDAF, upon receiving an analytics information/subscription request from the AMF.
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Figure 6.11.2-1: Procedure for providing HPLMN load level analytics to VPLMN

1.
AMF sends an Analytics request/subscribe (Analytics ID = Load level information, Analytics Filter Information = (VPLMN S-NSSAI, HPLMN S-NSSAI, HPLMN ID)) to V-NWDAF by invoking a Nnwdaf_AnalyticsInfo_Request or a Nnwdaf_AnalyticsSubscription_Subscribe.
2.
V-NWDAF sends an Analytics request/subscribe (Analytics ID = Load level information, Analytics Filter Information = HPLMN S-NSSAI) to H-NWDAF by invoking a Nnwdaf_AnalyticsInfo_Request or a Nnwdaf_AnalyticsSubscription_Subscribe, based on the Analytics request/subscribe received from the AMF.

Editor's note:
It is FFS how the V-NWDAF discovers the H-NWDAF.

3-5.
H-NWDAF collects data from the NF(s) and/or OAM in HPLMN and derives the requested Network Slice / Network Slice instance load analytics information for the Network Slice identified by HPLMN S-NSSAI, as specified in clause 6.3 of TS 23.288 [5].

6.
H-NWDAF sends the HPLMN Network Slice / Network Slice instance load analytics information to the V-NWDAF using either Nnwdaf_AnalyticsInfo_Request response or Nnwdaf_AnalyticsSubscription_Notify.

7-9.
V-NWDAF collects data from the NF(s) and/or OAM in VPLMN and derives the requested Network Slice / Network Slice instance load analytics information for the Network Slice identified by VPLMN S-NSSAI, as specified in clause 6.3 of TS 23.288 [5]. These steps can be executed in parallel with step 3-6.

10.
V-NWDAF sends the HPLMN analytics information received in step 6, together with the VPLMN analytics information derived in step 9, to the AMF using either Nnwdaf_AnalyticsInfo_Request response or Nnwdaf_AnalyticsSubscription_Notify.

The AMF can use the HPLMN and VPLMN analytics information for Home Routed PDU Session establishment, as follows:

-
base on the HPLMN and VPLMN analytics information on Network Slice load, the AMF selects the Network Slices (i.e. VPLMN S-NSSAI and its mapped HPLMN S-NSSAI), and also the Network Slice instances in HPLMN and VPLMN if multiple VPLMN NSI IDs and/or HPLMN NSI IDs are available (e.g. received from the NSSF previously or configured) in the AMF for the selected Network Slices.

-
further, based on the HPLMN and VPLMN analytics information, e.g. the resource usage information in the Network Slice load analytics, or NF load analytics (using procedures similar to the above), the AMF selects an H-SMF in the selected Network Slice or Network Slice instance (if available) in the HPLMN, and a V-SMF in the selected Network Slice or Network Slice instance (if available) in the VPLMN, among the set of the SMF instance(s) returned by the NRF (as described in clause 4.3.2.2.3 of TS 23.502 [3]) or locally configured in the AMF.

6.11.3
Impacts on Existing Nodes and Functionality
AMF: based on HPLMN and VPLMN analytics information, selects Network Slices and Network Slice instances (if available) in HPLMN and VPLMN, and selects the SMFs (i.e. V-SMF and H-SMF), for Home Routed PDU Session establishment in roaming scenarios.

V-NWDAF: requests HPLMN analytics information from the H-NWDAF.

H-NWDAF: provides HPLMN analytics information to the V-NWDAF.

6.12
Solution #12: DCCF and MFAF Relocation

6.12.1
Description

In scenarios where multiple DCCF and/or MFAF instances are deployed in the same network, there are some cases that the serving DCCF and/or MFAF may need to be changed, such as when a UE moves (e.g., due to idle mode mobility or a handover), the data or analytics source may change (e.g.: a new NWDAF, a new AMF, a new SMF). The new data source may not be in the area served by the current DCCF and/or the current MFAF. This solution proposes a way to change the DCCF and/or MFAF upon data source or analytics source change so the serving areas of the DCCF/MFAF and data source remain aligned.

The DCCF and MFAF relocation comprises the following steps:

-
When a DCCF coordinates data or analytics collection for a UE or a group of UEs, the DCCF subscribes to event notifications for UE mobility to outside of the serving area of the DCCF (for example area of interest as specified in TS 23.502 [3], clause 4.15.4.2). If an MFAF is used, the DCCF also subscribes to receive notifications of UE mobility to outside of the serving area of the selected MFAF.

-
When a DCCF coordinating data or analytics collection receives a mobility event notification:

It determines if the UE is still within the current DCCF serving area. If not, it determines a new DCCF (e.g., by querying the NRF). It then interacts with the new DCCF to transfer the UE DCCF context for the UE.

If an MFAF is used, the DCCF determines if the UE is within the current MFAF serving area. If not, it determines a new MFAF (e.g., by querying the NRF). The DCCF then interacts with the new MFAF to initiate a UE MFAF context transfer from the old MFAF or to establish a new UE MFAF context.

-
If there is a new MFAF or if there is a new DCCF and an MFAF is not used, the DCCF updates the Data Source with the new Notification Endpoint address. Subsequently, the data source sends notifications to the new DCCF or new MFAF.
MFAF UE Context information transferred or setup in the new MFAF may include information from on-going processing, such as buffered notifications and processed data, and configuration information such as Formatting Instructions, Processing Instructions, Data Consumer or Analytics Consumer information and MFAF notification information as described in TS 23.288 [5] clause 9.2.2.
DCCF UE Context information transferred to the new DCCF may include information from on-going processing, such as buffered notifications and processed data, and configuration information such as Service Operation, Analytics or Data Specification, Time Window, Formatting Instructions, Processing Instructions, Data Consumer or Analytics Consumer information and DCCF notification information as described in TS 23.288 [5] clause 8.2.2.

6.12.2
Procedures

Upon change of a source DCCF and/or MFAF instance, it is required to inform the related consumer of the event and possibly to update subscriptions between the DCCF and the consumer. The subscriptions can be renewed between the target DCCF instance and the consumer.
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Figure 6.12.2-1: DCCF and/or MFAF Context Transfer

Figure 6.12.2-1 illustrates the procedure for DCCF and/or MFAF Context Transfer.

1.
AMF sends DCCF-1 a notification indicating that the UE is in a new area of interest.

2.
DCCF-1 determines that the UE is no longer in the area served by the DCCF-1 or in the area served by the MFAF-1.

3.
DCCF-1 may query the NRF to discover a DCCF and/or MFAF that can serve the UE in its new location. In the case of data subscriptions from multiple DCCFs, the DCCF-1 may preferably select a target DCCF that is already serving the consumer.

4.
If DCCF-1 determined in step 2 that it is no longer in the serving area of the UE, it selects a new DCCF (DCCF-2) to serve the UE. If the DCCF determined in step 2 that MFAF-1 is no longer in the serving area of the UE, it selects a new MFAF (MFAF-2) to serve the UE.

5.
If a new MFAF (MFAF-2) is selected, DCCF-1 sends a message to MFAF-2 requesting MFAF-2 to become the new MFAF and to retrieve the MFAF UE context from MFAF-1.

6.
If MFAF-2 receives the message in step 5, it retrieves the UE context from MFAF-1.
7.
MFAF-1 forwards to MFAF-2, notifications related to the UE (where formatting and processing may be performed by MFAF-2).

8.
MFAF-2 indicates to DCCF-1 that MFAF UE context transfer/setup is complete and provides MFAF-2 Notification Endpoint information to the DCCF-1.

9.
If a new DCCF (DCCF-2) is selected in step 4, DCCF-1 sends a message to DCCF-2 requesting DCCF-2 to become the new DCCF. If DCCF-2 accepts the transfer request:
a.
DCCF-2 retrieves the UE Context from DCCF-1.

b.
If an MFAF is used, DCCF-1 indicates to DCCF-2 the MFAF (MFAF-1 or MFAF-2).

c.
If an MFAF is not used, DCCF-2 provides DCCF-2 Notification Endpoint information in the response to DCCF-1.
d.
DCCF-2 confirms the context transfer from the DCCF-1.

10.
If a new DCCF (DCCF-2) is selected in step 4, DCCF-2 informs the MFAF (MFAF-1 or MFAF-2) that DCCF‑2 is now the DCCF for the UE.

11.
DCCF-2 determines if the data source needs to be changed
12.
If the Data source is unchanged, DCCF-1 updates the Data Source with MFAF-2 Notification Endpoint Information (if there is a new MFAF‑2), or DCCF-2 Notification Endpoint Information (if there is a new DCCF-2 and MFAF is not used) indicating that DCCF-2 is the new DCCF subscribing for data/analytics.

13.
If the Data source is changed, DCCF-2 subscribes to the relevant data source(s), if it is not yet subscribed to the data source(s) for the data required for the data subscription:

a.
If an MFAF is used, DCCF-2 indicates to Data source the MFAF (MFAF-1 or MFAF-2).

b.
If an MFAF is not used, DCCF-2 provides DCCF-2 Notification Endpoint information to Data source.
14.
DCCF-1 unsubscribes with the data source(s) that are no longer needed for the remaining data subscriptions.

Editor's note:
It is FFS whether and how to transfer the data subscription between DCCF and the data sources.

The consumer is informed by DCCF-1 that its subscription to DCCF-1 is now being handled by DCCF-2. In this message, the new Subscription Correlation ID, which was assigned by DCCF-2, is provided as the Subscription Correlation ID parameter and the old Subscription Correlation Id, which was allocated by DCCF-1, is provided as the Subscription Change Notification Correlation ID parameter.

Editor's note:
It is FFS how to do data collection transfer for the case of group UEs or any UE

6.13
Solution #13: NWDAF MTLF and NWDAF AnLF interoperability support for registration and discovery in 5GC
6.13.1
Description

This solution addresses KI#5: Enhance trained ML Model sharing.

The solution is based on the existing NWDAF discovery and selection as defined in TS 23.288 [5]. 

To discover an NWDAF containing MTLF via NRF by NWDAF containing AnLF belonging to a different vendor:
-
An NWDAF containing MTLF shall include ML model file serialization format supported in the ML model filter information for the trained ML model per Analytics ID(s).

-
During the discovery of NWDAF containing MTLF a consumer (i.e., an NWDAF containing AnLF) may include in the request ML model file serialization format supported per Analytics ID(s). The NRF returns one or more candidate for instances of NWDAF containing MTLF with the ML model file serialization format supported for the trained ML model per Analytics ID (s) as indicated by the NF consumer.
6.13.2
Procedures
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Figure 6.13.2-1: NWDAF containing MTLF discovery and selection via NRF by NWDAF containing AnLF belonging to different vendors

NOTE:
The procedure described in this clause is based on the NWDAF discovery and selection as defined in TS 23.288 [5].

Editor's note:
How ML model privacy is supported when NWDAF containing MTLF and NWDAF containing AnLF belong to different vendors is in scope of SA3 WG. 

Editor's note:
Whether any other parameters apart from ML model file serialization format needs to be considered to support interoperability between NWDAF containing AnLF and NWDAF containing MTLF belonging to different vendors is for FFS.

An NWDAF containing MTLF shall send Nnrf_NFManagement_NFRegister request which include ML model file serialization format supported in the ML model filter information for the trained ML model per Analytics ID(s). The ML model file serialization format(s) included in the ML model Filter information indicates the supported ML model file serialization format(s) for the trained ML model(s) available at the NWDAF containing MTLF for the service consumer.

During the discovery of NWDAF containing MTLF a consumer (i.e., an NWDAF containing AnLF) may include in the request ML model file serialization format supported per Analytics ID(s) by the NWDAF containing AnLF.

The NRF returns one or more candidate for instances of NWDAF containing MTLF to the NF consumer and each candidate for instance of NWDAF with the ML model file serialization format supported for the trained ML model per Analytics ID (s) as indicated by the NWDAF containing AnLF.

The NWDAF containing AnLF subscribes to a (set of) trained ML Model(s) associated with a (set of) Analytics ID(s) by invoking the Nnwdaf_MLModelProvision_Subscribe service operation. The NWDAF service consumer includes the ML model file serialization format supported as input in Nnwdaf_MLModelProvision_Subscribe service operation.

The NWDAF containing MTLF notifies the NWDAF service consumer with the trained ML Model Information (containing (set of) file address of the trained ML model) by invoking Nnwdaf_MLModelProvision_Notify service operation. The content of trained ML Model Information that can be provided by the NWDAF containing MTLF is specified in clause 6.2A.2 TS 23.288 [5].

6.14
Solution #14: Enhance trained ML Model sharing via ML Model format

6.14.1
Description

This is a solution for the Key Issue#5: Enhance trained ML Model sharing.
6.14.1.1
General

As shown in Figure1, ML model(s) is trained and inferred based on some specific AI framework (e.g. TensorFlow, Pytorch, Caffe, etc.) and it cannot be understood and used by other AI frameworks because the properties of each AI framework (e.g. Network topology, Execution flow, Data format, Supporting language) are different.

[image: image25.png]Saving
model

Loading Errors!!!
(Tensor Flow->Caffe)

X

NWDAF containing AnLF
(Caffe Al Framework)

Inferring ML model
(Caffe Format)




Figure 6.14.1.1-1: Problem of ML model(s) sharing between different AI Frameworks

As shown in Figure 6.14.1.1-2, it is proposed to enhance ML model sharing between different AI Frameworks via ML model Format such as ONNX(Open Neuro Network Exchange), which is an open format built to represent machine learning models. ONNX defines a common set of operators - the building blocks of machine learning and deep learning models - and a common file format to enable AI developers to use models with a variety of frameworks, tools, runtimes, and compilers, for example:

1).
For a NWDAF (containing MTLF) with TensorFlow AI framework, it only needs to convert a TensorFlow specific ML Mode file to an open ONNX ML Model file, which can be consumed by any NWDAF(AnLF) who supports open ONNX ML Model.

2).
For a NWDAF (containing AnLF) who supports open ONNX ML Model, it interacts with the NWDAF (containing MTLF) to retrieve the open ONNX ML Model file, which will be converted by NWDAF (containing AnLF) to Caffe specific ML Model file.

Editor's note:
ONNX is just an example of format for ML model, and which open format for ML Model is used is FFS.
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Figure 6.14.1.1-2: Open ML model Format to support ML model sharing 

NOTE:
In addition, MPEG and JVET is studying how to use AI/ML model for video coding, where AI/ML model sharing between different companies has been conducted for video coding evaluation and crosscheck purposes:
-
Observations from JVET shows that conversion to/from ONNX can be done from various framework.
-
It was agreed to use ONNX format for model description for companies' evaluation of model performance.

-
Please refer to https://jvet-experts.org/ for detailed information

6.14.1.2
Registration and discovery of NWDAF (containing MTLF) with ML model Format Information
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Figure 6.14.1.2-1: Registration and discovery for NWDAF(MTLF) with open ML model Format

1-3.
The NWDAF (containing MTLF) registers its NF profile (Address of NWDAF (containing MTLF), Supported Analytics ID, Supported ML Model Format Information, Supported AI Framework Information) into NRF.


The Supported ML Model Format Information indicates which ML Model Format is supported. For example, the trained ML Mode by the NWDAF (containing MTLF) can be converted to an ONNX ML Model file.


The Supported AI Framework Information indicates which AI Framework (e.g. Tensor Flow, Pythorch, Caffe) is used to train the ML Model. 

Editor's note:
It is FFS how to protect the ML model privacy in the MTLF, if the AnLF and the MTLF belongs to different vendors.

Editor's note:
It is FFS on what model metadata should be included in the model sharing procedure.

Editor's note:
Whether and which information should be included in the discovery request to NRF to improve the efficiency for MTLF discovery is FFS.

4-6.
The NWDAF (containing AnLF) is to discover multiple NWDAFs (containing MTLF) via the NRF by invoking the Nnrf_NFDiscovery_Request (Analytics ID, ML Model Format Information, AI Framework Information) service operation.


The NRF notifies the NWDAF (containing AnLF) with one or more NWDAF (containing MTLF) instances.

7.
The NWDAF (containing AnLF) selects a NWDAF (containing MTLF) and then subscribes to the chosen NWDAF (containing MTLF1) a trained ML Model by invoking the Nnwdaf_MLModelProvision (Analytics ID, ML Model Format Information, AI Framework Information) service operation.
8.
The chosen NWDAF (containing MTLF1) notifies the NWDAF (containing AnLF) with the ML model information by invoking Nnwdaf_MLModelProvision_Notify service operation.
The ML model is either an ML Model file (e.g. an open ONNX ML Model file) or a specific AI Framework ML Model file (e.g. a TensorFlow specific ML Model file), respectively.
6.15
Solution #15: ML model sharing with different AnLF providers
6.15.1
Description
In Rel-17, NWDAF decomposed into as described in TS 23.288 [5]:

-
Analytics logical function (AnLF): An NWDAF containing the Analytics logical function can perform inference, derive analytics information and expose analytics.

-
Model Training logical function (MTLF): An NWDAF containing the Model Training logical function, trains ML models and exposes new training services.

But, even it has decomposed into two functions, the MTLF provides the ML model to the AnLF of same provider as MTLF i.e., ML model will be share to the same vendor AnLF, but not other vendor AnLF, see the below note from clause 5.1, TS 23.288 [5].

NOTE 3:
In this Release of the specification an NWDAF containing AnLF is locally configured with (a set of) IDs of NWDAFs containing MTLF and the Analytics ID(s) supported by each NWDAF containing MTLF to retrieve trained ML models. An NWDAF containing AnLF uses NWDAF discovery for NWDAF containing MTLF within the set of configured IDs of NWDAFs containing MTLF, if necessary. ML Model provisioning/sharing between multiple MTLFs is not supported in this Release of the specification.

Therefore, based on the KI#5, in this solution, it is assumed that based on the business logic of the MTLF, the MTLF will determine whether to expose the certain ML models to another provider's AnLF or not. For example, assume that MTLF have two set of certain models, model#1 is developed based on publicly available model and model#2 is develop based on business needs with high accuracy level. In this case, MTLF provider only ready to share the model#1, but not model#2.

Based on the above assumption, this solution proposed that MTLF includes the support of interoperable indicator in the NF profile for the NRF registration, and the consumer (AnLF) discovery and select the MTLF that interoperability for an analytic ID. AnLF sends the Nnwdaf_MLModelInfo_Request with an Interoperable Indicator which encodes e.g., the 3GPP-specific Vendor Id (which is similar to the ViD as described in clause 23.3.2.3.1, TS 23.003 [10]) to the MTLF. Based on the interoperable indicator, the MTLF determine and select the model, and sends the model details to the AnLF. Based on the local policy, if a MTLF does not support the model or does not want to share it, the MTLF will send a rejection message, e.g., reject message with that sharing the model is not possible for the analysis ID.
Furthermore, this solution also proposed that MTLF provide the accuracy level and resource efficiency of the ML model to the AnLF. Similar to preferred level of accuracy of the analytics, the MTLF determine the accuracy for the trained model and required resource efficiency (e.g., required resource to run the model).
6.15.2
Procedures
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Figure 6.15.2-1: Procedure for sharing of ML model.

1.
The AnLF discovery and selects the MTLF by local information or via from NRF. Each MTFL NF profile include the Interoperable Support Indicator, which indicate that the MTFL supports the interoperable models. The MTLF registers its NF profile in the NRF as described 5.2.7.2.2, TS 23.502 [3]. During the discovery of MTLF via NRF, the NRF provide MTLF profiles to the AnLF, the AnLF selects the MTLF that support the interoperability.
NOTE 1:
It is possible that AnLF can explicitly query the NRF supporting the interoperable MTLF by providing an Interoperable Support Indicator in the discovery request.
Editor's note:
Whether and which information should be included in the discovery request to NRF to improve the efficiency for MTLF discovery is FFS.
2.
The AnLF sends the Nnwdaf_MLModelInfo_Request to the MTLF with Interoperable Indicator (e.g., which encodes the 3GPP-specific Vendor Id) with an analytic ID and ML model filter information.
NOTE 2:
It is up to stage 3 to define how to encode the indicator with vendor ID. For example, Vendor ID data type as defined in TS 29.510 [11] or completely new format.

3.
MTLF determine the AnLF service provider and determine whether to expose the model or not. If yes, the MTLF selects the ML Model.
4.
The MTLF sends the ML models details to the AnLF in the Nnwdaf_MLModelInfo_Request response. In the response, the MTLF includes the ML model accuracy level and resource efficiency level to the AnLF.
NOTE 3:
It could be that AnLF can explicitly ask preferred level of ML model accuracy and resource efficiency in step 2. The accuracy and resource efficiency level can be "low", "medium" and "high". 
6.15.3
Impacts on Existing Nodes and Functionality
AnLF able to select the MTLF which support the interoperability. Furthermore, includes the Interoperable Indicator which encodes the 3GPP-specific Vendor Id in the Nnwdaf_MLModelInfo_Request and NRF service.

MTLF registers the support of interoperability with the NRF such as Interoperable Support Indicator in the NF profile and determine the AnLF vendor information. Furthermore, MTLF can provide the ML model accuracy and resource efficiency levels. Based on internal policy, the MTLF select the model and provide the AnLF.

NRF stores and filter MTLFs that support interoperability and provide the filtered MTLF to the AnLF.
6.16
Solution #16: NWDAF assisted URSP determination
6.16.1
Description
This solution is proposed to address Key Issue #6: NWDAF-assisted URSP.

A URSP rule consists of traffic descriptor and route selection descriptor. Traffic descriptor is determined e.g., by application guidance from AF and is relatively fixed, which may not need analytics from NWDAF. This solution mainly proposes the existing analytics and enhanced analytics from NWDAF to assist to adjust the route selection descriptor and the related components of route selection descriptors can be reflected by Analytics ID(s). And the mapping between RSD components and output from Analytics IDs are showed in Table 6.16.1-1.

Table 6.16.1-1. NWDAF assisted URSP determination

	Route selection components
	Analytics ID(s)

	Network Slice Selection
	"Service Experience", "Load level information", "Dispersion Analytics" 

	DNN Selection
	"Service Experience", "UE Communication",

	Non-Seamless Offload indication
	"UE Communication", "WLAN performance", "Load level information", "Network Performance", "User Data Congestion"

	SSC Mode Selection
	"Service Experience"; Enhancement is needed

	PDU Session Type
	"Service Experience"; Enhancement is needed

	Access Type preference
	"Service Experience"; Enhancement is needed

	Route selection validation criteria
	Analytics ID(s)

	Time Window
	Based on the validity period and spatial validity provided in the Analytics ID used for RSD generation.

	Location Criteria
	Based on the validity period and spatial validity provided in the Analytics ID used for RSD generation.


Editor's note:
Whether and how Dispersion Analytics and UE communication as well as other existing Analytics IDs to assist in URSP generation is FFS.
Editor's note:
Other usages of NWDAF analytics for URSP is FFS.
The PCF generates a URSP Rule based on the Service Parameters provided by the AF, or alternatively locally configured in the PCF or both, then the PCF checks that the RSC of the URSP Rule complies with the UE context Policy control subscription information for a SUPI. Then, the PCF checks if Analytics are needed for further refinement of the candidate values.

In this solution, the PCF is configured, depending on operator policies, to subscribe to those Analytics ID(s) listed in the Table 6.16.1-1, then output of these Analytics are used to:

-
determine if traffic of the application is to be offloaded outside the PDU Session.

-
either prioritize (or remove some of) the list of candidate values for the Network Slice Selection component or for the DNN Selection component.

-
Allocate the SSC Mode value, and the PDU Session Type.
-
Select the preferred Access Type.

These are some examples of how the PCF assigns the values of the different Route Selection Components:

Network Slice Selection: PCF can request or subscribe to:

-
Analytics ID "Service Experience" for a particular application that is part of the traffic descriptor, via the candidate network slices by setting filter information. The PCF may select or prioritize the network slice that provides the best service experience for the application. 

-
Analytics ID “Load Level Information” for the candidate network slices and select the one with lowest load.

-
Analytics ID “Dispersion Analytics” to get, e.g. Data volume dispersion Analytics type. The PCF may calculate the average data rate in the network slice by subscribing to notifications of network analytics related to Data Volume Dispersion in the network slice for a duration of interest when it sets the Target of Analytics Reporting as "any UE" and the Analytics Filter as the S-NSSAI and an Area of Interest. The PCF may update URSP on slice selection policy for the associated UEs in the area of interest based on this notification from the NWDAF based on this notification from NWDAF.
-
Both, first the list of candidate slices and the service experience it provides for the application is provided and then the load level for those slices are checked. 

-
Or just subscribe to Analytics ID "Service Experience" for a particular application, for slices that are not heavy loaded.

-
Or just to subscribe to Analytics ID “Dispersion Analytics” as explained above for certain slice(s).
DNN Selection: Similar to the first bullet, The PCF may subscribe to Analytics ID on “Service Experience” for a particular application that is part of the traffic descriptor, via the candidate DNNs. The PCF may select or prioritize some of the DNN that provides the best service experience for the application. The PCF may subscribe to notifications of network analytics related to "UE Communication". The PCF may update the URSP on DNN selection policy for the associated SUPI, group of UEs or UEs associated with the Application Identifier based on this notification from NWDAF (e.g. considering Traffic characterization, Traffic Volume, Spatial activity or inactivity detection)
Non-Seamless Offload indication: PCF can request or subscribe "UE Communication" to get information on the location where UE will use the application and then get the information about the WLAN performance of this location by requesting or subscribing the Analytics ID "WLAN performance". If the WLAN performance is good enough, PCF may choose to configure this indication for the application in that area to reduce the load of 3GPP access. PCF may subscribe to notifications of network analytics related to "Network Performance". The PCF may update this indication within URSP of the associated UEs within the area of interest based on this notification from NWDAF (e.g. on gNB status and gnB resource usage information). PCF may subscribe to notifications of network analytics related to "User Data Congestion". The PCF may update this indication within URSP of the associated SUPI based on this notification from NWDAF (e.g. Network Status Indication).
SSC Mode Selection, PDU Session Type and Access Type preference: the PCF may subscribe to Analytics ID on “Service Experience” for a particular application that is part of the traffic descriptor, via the candidate SSC mode, PDU Session Type and Access Type preference. The PCF may select the SSC mode, PDU Session Type and Access Type preference that provides the best service experience for the application. these factors should also be captured by "Service Experience" Analytics. This solution enhanced the "Service Experience" Analytics in clause 6.16.1.1 and 6.16.1.2. SSC Mode Selection: the PCF may subscribe to Analytics ID on “Expected UE behaviour” for this SUPI. The PCF may select the SSC mode depending on the mobility pattern (e.g. If no mobility then the SSC mode is not relevant and can be omitted). 

Time Window and Location Criteria: The Time Window in the RSD Validation Criteria can be set based on the time validity period and spatial validity in the Analytics ID(s) used as input in the RSD generation. The PCF may need to select the validity period and spatial validity out of those provided in the output of each Analytics ID(s).

6.16.1.1
Input Data

Based on input data of Observed Service Experience related network data Analytics as described in clause 6.4.2 in TS 23.288 [5], table 6.16.1.1-1 provides enhanced input data by adding PDU Session related information and table 6.16.1.1-2 provides enhanced input data access type.

Table 6.16.1.1-1 QoS flow level Network Data from 5GC NF related to the QoS profile assigned for a particular service (identified by an Application Id or IP filter information)

	Information
	Source
	Description

	Timestamp
	5GC NF
	A time stamp associated with the collected information.

	Location
	AMF
	The UE location information, e.g. cell ID or TAI.

	UE ID
	AMF
	(list of) SUPI(s). If UE IDs are not provided as Target of Analytics Reporting for slice service experience, AMF returns the UE IDs matching the AMF event filters.

	DNN
	SMF
	DNN for the PDU Session which contains the QoS flow.

	S-NSSAI
	SMF
	S-NSSAI for the PDU Session which contains the QoS flow.

	Application ID
	SMF
	Used by NWDAF to identify the application service provider and application for the QoS flow.

	UPF info
	SMF
	UPF ID/address/FQDN information for the UPF serving the UE.

	DNAI
	SMF
	Identifies the access to DN to which the PDN session connects.

	IP filter information
	SMF
	Provided by the SMF, which is used by NWDAF to identify the service data flow for policy control and/or differentiated charging for the QoS flow.

	QFI
	SMF
	QoS Flow Identifier.

	PDU Session type
	SMF
	Type of the PDU Session.

	SSC Mode
	SMF
	SSC Mode selected for the PDU Session.

	QoS flow Bit Rate
	UPF
	The observed bit rate for UL direction; and

The observed bit rate for DL direction.

	QoS flow Packet Delay
	UPF
	The observed Packet delay for UL direction; and

The observed Packet delay for the DL direction.

	Packet transmission
	UPF
	The observed number of packet transmission.

	Packet retransmission
	UPF
	The observed number of packet retransmission.


Table 6.16.1.1-1: UE level Network Data from 5G NF related to the Service Experience
	Information
	Source
	Description

	Timestamp
	5GC NF
	A time stamp associated with the collected information.

	Location
	AMF
	The UE location information, e.g. cell ID or TAI.

	UE ID 
	AMF
	(list of) SUPI(s).

	Access Type
	AMF
	The Access type the UE camps on.

	RAT Type
	SMF
	The RAT type the UE camps on.


Editor's note:
Whether and how to collect data from 4G access and non-3GPP access is FFS.
6.16.1.2
Output Analytics

Based on output analytics of Observed Service Experience related network data Analytics for applications as described in clause 6.4.3 in TS 23.288 [5], table 6.16.1.2-1 provides enhanced output analytics by adding PDU Session related information and access type.

Table 6.16.1.2-1 Service Experience Statistics
	Application service experiences (0..max) (NOTE 1)
	List of observed service experience information for each Application.

	> S-NSSAI
	Identifies the Network Slice used to access the Application.

	> Application ID
	Identification of the Application.

	> Service Experience Type
	Type of Service Experience analytics, e.g. on voice, video, other.

	> UE location 
	Indicating the UE location information (e.g. TAI list, gNB ID, etc) when the UE service is delivered (see NOTE 4).

	> UPF Info
	Indicating UPF serving the UE.

	> DNAI
	Indicating which DNAI the UE service uses/camps on.

	> DNN
	DNN for the PDU Session which contains the QoS flow.

	> Application Server Instance Address
	Identifies the Application Server Instance (IP address of the Application Server) or FQDN of Application Server.

	> Service Experience
	Service Experience over the Analytics target period (average, variance).

	> SUPI list (0..SUPImax)
	List of SUPI(s) with the same application service experience.

	> Ratio
	Estimated percentage of UEs with similar service experience (in the group, or among all UEs).

	> Spatial validity
	Area where the Application service experience analytics applies.

	> Validity period
	Validity period for the Application service experience analytics as defined in clause 6.1.3.

	> RAT Type
	Indicating the RAT type for which the application service experience analytics applies.

	> Frequency
	Indicating the carrier frequency of UE's serving cell(s) where the application service experience analytics applies.

	> SSC Mode
	SSC Mode selected for the PDU Session used to associate with the application.

	> PDU Session Type
	Type of PDU Session used to associate with the application.

	> Access Type
	Access Type when the UE establishes a PDU Session for the application.


6.16.2
Procedures
The same as procedures of related Analytics ID in TS 23.288 [5].

6.16.3
Impacts on Existing Nodes and Functionality

PCF:
-
Subscribes or requests Analytics ID (s) on Table 6.16.1-1. consider them for URSP determination.

Editor's note:
Whether and how Dispersion Analytics and UE communication as well as other Analytics IDs to assist in URSP generation is FFS.
NWDAF:

-
supports enhanced Analytics ID "Service Experience".

Editor's note:
Other usages of NWDAF analytics for URSP is FFS.
SMF:

-
Nsmf_EventExposure, PDU Session Establishment and/or PDU Session Release is extended to include the SSC mode per PDU Session.

6.17
Solution #17: NSSP in roaming scenarios using network analytics

6.17.1
Description

This solution addresses key issue #3 "Data and analytics exchange in roaming case" and key issue #6 "NWDAF-assisted URSP".

When the UE is roaming, the PCF in the HPLMN may update the NSSP as part of the URSP rules in the UE. To decide the NSSP in roaming scenarios, the H-PCF may take into account of the Network Slice status in VPLMN. Therefore, analytics in VPLMN (i.e. Service Experience for an application and/or Network Slice, Network Slice load level, etc.) can be sent to the HPLMN and used by the H-PCF for decision of NSSP to be provisioned to the UE, so that the UE can be instructed to transmit the application data over the PDU Session(s) in the indicated VPLMN and/or HPLMN Network Slice(s) in roaming scenarios.
NOTE:
FS_UEPO, key issue 1, aims to enable the provisioning of URSP rules in the VPLMN and may thus remove the need for the H-PCF to determine NSSP.
6.17.2
Procedures

Figure 6.17.2-1 shows the procedure that H-NWDAF requests the Observed Service Experience analytics in VPLMN from V-NWDAF, upon receiving an analytics information/subscription request from the H-PCF.
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Figure 6.17.2-1: Procedure for providing VPLMN Service Experience analytics to HPLMN
1.
H-PCF sends an Analytics request/subscribe (Analytics ID = Service Experience, Target of Analytics Reporting = a UE or a group of UEs or any UE, Analytics Filter Information = (Application ID, HPLMN S-NSSAI, VPLMN S-NSSAI, VPLMN ID)) to H-NWDAF by invoking a Nnwdaf_AnalyticsInfo_Request or a Nnwdaf_AnalyticsSubscription_Subscribe.
NOTE:
Here the VPLMN S-NSSAI is used as an indication of request/subscription to analytics information of the mapped Network Slice in the VPLMN, and its value can be set to zero by the H-PCF.

2.
The H-NWDAF determines the VPLMN S-NSSAI, which is mapped to the HPLMN S-NSSAI, and discovers the V-NWDAF. H-NWDAF sends an Analytics request/subscribe (Analytics ID = Service Experience, Analytics Filter Information = (Application ID, VPLMN S-NSSAI)) to V-NWDAF by invoking a Nnwdaf_AnalyticsInfo_Request or a Nnwdaf_AnalyticsSubscription_Subscribe, based on the Analytics request/subscribe received from the H-PCF.

Editor's note:
It is FFS how the H-NWDAF determines the VPLMN S-NSSAI and discovers the V-NWDAF.

3-5.
V-NWDAF collects data from the NF(s) and/or OAM in VPLMN and derives the requested Service Experience analytics information, as specified in clause 6.4 of TS 23.288 [5].

6.
V-NWDAF sends the VPLMN Service Experience analytics information to the H-NWDAF using either Nnwdaf_AnalyticsInfo_Request response or Nnwdaf_AnalyticsSubscription_Notify.

7-9.
H-NWDAF collects data from the NF(s) and/or OAM in HPLMN and derives the requested Service Experience analytics information, as specified in clause 6.4 of TS 23.288 [5]. These steps can be executed in parallel with step 3-6.

10.
H-NWDAF sends the VPLMN analytics information received in step 6, together with the HPLMN analytics information derived in step 9, to the H-PCF using either Nnwdaf_AnalyticsInfo_Request response or Nnwdaf_AnalyticsSubscription_Notify.

When the UE is roaming, the PCF in the HPLMN may take into account of the VPLMN Service Experience analytics information to update the NSSP (as part of the URSP rules) in the UE, i.e. including the VPLMN S-NSSAI and/or HPLMN S-NSSAI of the Network Slice(s) with better Service Experience for the application, which instructs the UE to use the PDU Session in the Network Slice(s) for transmission of the application.

6.17.3
Impacts on Existing Nodes and Functionality
PCF: based on HPLMN and VPLMN analytics information, updates the NSSP (as part of the URSP rules) to the UE for the UE using the PDU Session in the indicated Network Slice(s) to transmit the application in roaming scenarios.

H-NWDAF: requests VPLMN analytics information from the V-NWDAF.

V-NWDAF: provides VPLMN analytics information to the H-NWDAF.

6.18
Solution #18: Integrity KPI for QoS Sustainability Analytics
6.18.1
Key Issue mapping

This key issue addresses Key Issue#7 i.e. enhancements on QoS sustainability analytics.

6.18.2
Description
In general, this solution proposes to use QoS sustainability analytics solution which is defined in Clause 6.9 in TS 23.288 [5] as baseline and add new output parameters to meet 5GAA requirement.

The consumer of QoS Sustainability analytics may request the NWDAF analytics information regarding the QoS change statistics for an Analytics target period in the past in a certain area or the likelihood of a QoS change for an analytics target period in the future in a certain area with finer granularity.
The consumer can request either to subscribe to notifications (i.e. a Subscribe-Notify model) or to a single notification (i.e. a Request-Response model).

The service consumer may be a NF (e.g. AF).

The request includes the following parameters:

-
Analytics ID = "QoS Sustainability ";

-
Target of Analytics Reporting: any UE;

-
Analytics Filter Information:

-
QoS requirements (mandatory):

-
5QI (standardized or pre-configured), and applicable additional QoS parameters and the corresponding values (conditional, i.e. it is needed for GBR 5QIs to know the GFBR); or

-
the QoS Characteristics attributes including Resource Type, PDB, PER and their values;

-
Location information (mandatory): an area or a path of interest. The location information could reflect a list of waypoints;

NOTE:
In this Release, the consumer of the "QoS Sustainability" Analytics ID will provide location information in the area of interest format (TAIs or Cell IDs) and also location information below cell level which are understandable by NWDAF.

-
S-NSSAI (optional);

-
Optional maximum number of objects;

-
Analytics target period: relative time interval, either in the past or in the future, that indicates the time period for which the QoS Sustainability analytics is requested;

-
Reporting Threshold(s), which apply only for subscriptions and indicate conditions on the level to be reached for the reporting of the analytics, i.e. to discretize the output analytics and to trigger the notification when the threshold(s) provided in the analytics subscription are crossed by the expected QoS KPIs.
-
A matching direction may be provided such as crossed (default value), below, or above.

-
An acceptable deviation from the threshold level in the non-critical direction (i.e. in which the QoS is improving) may be set to limit the amount of signalling.


The level(s) relate to value(s) of the QoS KPIs defined in TS 28.554 [9], for the relevant 5QI:

-
for a 5QI of GBR resource type, the Reporting Threshold(s) refer to the QoS flow Retainability KPI;

-
for a 5QI of non-GBR resource type, the Reporting Threshold(s) refer to the RAN UE Throughput KPI.

-
for any 5QI, the Reporting Threshold(s) refer to the Integrity KPI which contains latency and delay of 5G networks as defined in TS 28.554[9].

-
In a subscription, the Notification Correlation Id and the Notification Target Address.

The NWDAF collects the corresponding statistics information on the QoS and Integrity KPI for the relevant 5QI of interests from the OAM, i.e. the QoS flow Retainability or the RAN UE Throughput as defined in TS 28.554 [9].

If the Analytics target period refers to the past:

-
The NWDAF verifies whether the triggering conditions for the notification of QoS change statistics are met and if so, generates for the consumer one or more notifications.

-
The analytics feedback contains the information on the location and the time for the QoS change statistics and the Reporting Threshold(s) that were crossed.

If the Analytics target period is in the future:

-
The NWDAF detects the need for notification about a potential QoS change based on comparing the expected values for the KPI of the target 5QI against the Reporting Threshold(s) provided by the consumer in any cell in the requested area for the requested Analytics target period. The expected KPI values are derived from the statistics for the 5QI obtained from OAM. OAM information may also include planned or unplanned outages detection and other information that is not in scope for 3GPP to discuss in detail.

-
The analytics feedback contains the information on the location and the time when a potential QoS change may occur and what Reporting Threshold(s) may be crossed.

6.18.3
Procedures

Figure 6.18.3-1 depicts a procedure for QoS Sustainability analytics provided by NWDAF.
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Figure 6.18.3-1: QoS Sustainability analytics provided by NWDAF

1.
The consumer requests or subscribes to analytics information on "QoS Sustainability " provided by NWDAF. The parameters included in the request are described in clause 6.9.1 of TS 23.288 [5].


The consumer may include multiple sets of parameters in order to provide different combinations of "Location information" and "Analytics target period" when requesting QoS Sustainability analytics.

2.
The NWDAF collects the data specified in clause 6.9.2 of TS 23.288 [5] from the OAM, following the procedure captured in clause 6.2.3.2 of TS 23.288 [5].

3.
The NWDAF verifies whether the triggering conditions are met and derives the requested analytics. The NWDAF can detect the need for notification based on comparing the requested analytics of the target 5QI against the Reporting Threshold(s) provided by consumer in any cell over the requested Analytics target period.

4.
The NWDAF provides response or notification on "QoS Sustainability " to the consumer.

6.18.4
Impacts on services, entities and interfaces
6.18.4.1
Input data

Table 6.18.4.1-1: Data collection for "QoS Sustainability" analytics

	Information
	Source
	Description

	RAN UE Throughput
	OAM TS 28.554 [9]
	Average UE bitrate in the cell (Payload data volume on RLC level per elapsed time unit on the air interface, for transfers restricted by the air interface), per timeslot, per cell, per 5QI and per S-NSSAI.

	QoS flow Retainability
	OAM TS 28.554 [9]
	Number of abnormally released QoS flows during the time the QoS Flows were used per timeslot, per cell, per 5QI and per S-NSSAI.

	Latency and delay of 5G networks
	OAM TS 28.554 [9]
	Uplink and downlink delay of 5G network


NOTE:
The timeslot is the time interval split according to the time unit of the OAM statistics defined by operator.

Editor's note:
How to collect the finer granularity about location is based on the output in KI#9.

6.18.4.2
Output analytics

The NWDAF outputs the QoS Sustainability analytics. Depending on the Analytics target period, the output consists of statistics or predictions. The detailed information provided by the NWDAF is defined in Table 6.9.3-1 for statistics and Table 6.9.3-2 for predictions.

Table 6.9.3-1: "QoS Sustainability" statistics, TS 23.288 [5]
	Information
	Description

	List of QoS sustainability Analytics (1..max)
	

	>Applicable Area with finer granularity
	A list of TAIs or Cell IDs as well as below cell level location information that the analytics applies to.

	>Applicable Time Period
	The time period within the Analytics target period that the analytics applies to.

	>Crossed Reporting Threshold(s)
	The Reporting Threshold(s) that are met or exceeded or crossed by the statistics value or the expected value of the QoS and Integrity KPI.


Table 6.9.3-2: "QoS Sustainability" predictions, TS 23.288 [5]
	Information
	Description

	List of QoS sustainability Analytics (1..max)
	

	>Applicable Area with finer granularity
	A list of TAIs or Cell IDs as well as below cell level location information that the analytics applies to.

	>Applicable Time Period
	The time period within the Analytics target period that the analytics applies to.

	>Crossed Reporting Threshold(s)
	The Reporting Threshold(s) that are met or exceeded or crossed by the statistics value or the expected value of the QoS and Integrity KPI.

	>Confidence
	Confidence of the prediction.


NOTE 1:
The meaning of Confidence is based on the SLA, i.e. the consumer has to understand the meaning of the different values of Confidence.

NOTE 2:
The Analytics can contain multiple sets of the above information if the location information reflected a list of waypoints.

The number of QoS sustainability analytics entries is limited by the maximum number of objects provided as part of Analytics Reporting Information.

6.19
Solution #19: Enhanced QoS Sustainability Analytics in the finer granularity area
6.19.1
Description 

QoS Sustainability analytics is an important analytics service, especially for V2X-related or safety related applications, since it helps to handle the impact of a sudden change of the QoS and thus avoid a harsh application adjustment, which could affect safety and efficiency. However, there is the need to enhance the granularity and the accuracy of the QoS Sustainability analytics as well as to extend the QoS parameters that the QoS Sustainability notification can be provided. The latter will help to increase the usefulness of the specific analytics ID as well as to support the requirements of various use cases (e.g., V2X related).
More accurate QoS Sustainability outputs needs QoS and input parameters to be associated with more accurate location information, when input information is monitored at RAN. Also, the list of input features of the QoS Sustainability analytics ID should be extended by adding information on radio resource utilization and performance measurements for transfer over the UP to improve the correctness and accuracy of QoS sustainability output.

Additional QoS parameters (delay, packet loss rate) should be considered by the QoS Sustainability analytics and additional inputs for these QoS parameters are needed as inputs to the QoS Sustainability analytics. Finally, in the case that an area of interest is provided in the QoS Sustainability request message by an analytics consumer then the necessary granularity of the area of interest should be indicated.
The outputs of the QoS Sustainability analytics (statistics and predictions), should be provided for more granular location, according to the request with an area or a path of interest.

6.19.2
Procedures

6.19.2.1
General

According to the description in section 6.9 in TS 23.288 [5] the consumer of QoS Sustainability analytics may request the NWDAF analytics information regarding the QoS change statistics for an Analytics target period in the past in a certain area or the likelihood of a QoS change for an Analytics target period in the future in a certain area or path of interest, which is smaller than a cell.

Editor's note:
If the AF cannot provide the certain area or path of interest, which is smaller than cell, it is FFS how the NWDAF determines an area smaller than cell for the QoS sustainability analytics.

The area is described in the request message (either of a Subscribe-Notify model or of a Request-Response model) via Location information (mandatory):
-
a path of interest: The location information could reflect a list of waypoints;

-
an area: The location information could reflect expected granularity levels of the requested area

6.19.2.2
Input data

The table with input data of the QoS Sustainability analytics (TS 23.288 [5]) should be updated by adding information on radio resource utilization and input related to other QoS parameters (e.g., delay, packet error rate).

Table 6.19.2.2-1: Data collection for "QoS Sustainability" analytics (TS 23.288 [5])

	Information
	Source
	Description

	RAN UE Throughput
	OAM TS 28.554 [9]
	Average UE bitrate in the Area or path of Interest (Payload data volume on RLC level per elapsed time unit on the air interface, for transfers restricted by the air interface), per timeslot, per cell, per 5QI and per S-NSSAI.

	QoS flow Retainability
	OAM TS 28.554 [9]
	Number of abnormally released QoS flows during the time the QoS Flows were used per timeslot, per cell, per 5QI and per S-NSSAI.

	RAN status, load and performance information
	OAM
	Statistics on RAN status (up/down), load (i.e. Radio Resource Utilization) and performance in the Area or path of Interest as defined in TS 28.552 [7]

	Packet Delay
	OAM
	Statistics on RAN delay measurements (e.g., Average delay UL/DL air-interface), Round-trip GTP Data Packet Delay, packet delay between NG-RAN and PSA UPF in the Area or path of Interest as defined in TS 28.552 [7]

	Packet Loss and/or Drop
	OAM
	packet loss (UL/DL) information in the NG-RAN in the Area or path of Interest as defined in TS 28.552 [7]


NOTE 1:
The timeslot is the time interval split according to the time unit of the OAM statistics defined by operator.

NOTE 2:
Whether the information listed in Table 6.19.2.2-1 can be collected in requested Area or path of Interest from AF should be dependent on RAN3/SA5.

With the OAM data per finer granularity area in Table 6.19.2.2-1, the NWDAF derives the "QoS Sustainability" statistics on the finer granularity area.

Alternatively, if the information listed in Table 6.19.2.2-1 can be collected from the OAM in requested Area or path of Interest, additional input data for the QoS Sustainability analytics is shown in Table 6.19.2.2-2.

Note that the NWDAF should firstly determine the Cell list or TA list where requested area or path of Interest is included before the data collection from LMF, AMF, SMF and PCF.

Editor's note:
How NWDAF gets the UE list located in the finer granularity area is FFS.
Table 6.19.2.2-2: Additional data collection for "QoS Sustainability" analytics

	Information
	Source
	Description

	Timestamp
	
	A time stamp associated with the collected information.

	UE ID
	LMF, AMF
	SUPI

	UE locations (1..max)
	LMF, AMF
	UE positions located in the Cell or TA where requested area or path of Interest is included

	 >UE location
	
	Geodetic Location that the UE is located 

	 >Timestamp 
	
	A time stamp when the LMF calculates the UE is located in this location

	QoS Notification Control of the QoS profiles or Alternative QoS Profiles
	SMF/PCF
	QNC or AQP events from SMF/PCF to indicate that the GFBR, the PDB or the PER of the QoS profile cannot be fulfilled or can be fulfilled again.

	QoS profiles 
	SMF/PCF
	QoS profiles corresponding to the QNC or AQP


NOTE:
The new input about QoS profile from SMF/PCF corresponding to the QNC or AQP will not trigger new RAN measurement
Editor's note:
How NWDAF uses the QoS profiles when QNC/AQP="GFBR can no longer be guaranteed" is FFS.

Editor's note:
It is FFS how the SMF/PCF knows whether PER, PDB or GFBR cannot be fulfilled from the QNC/AQP="GFBR can no longer be guaranteed" event.

Editor's note:
How to reduce the signalling pressure between RAN and CN during the QNC/AQP events collection by NWDAF is FFS.

NWDAF subscribes to the network data from AMF in the Table 6.19.2.2-2 by invoking Namf_EventExposure_Subscribe (Event IDs = Location Changes, Area of Interest=Cell list or TA list).

Editor's note:
How to collect the UE location from LMF is FFS and the cooperation with FS_eLCS_Ph3 is needed.
NWDAF subscribes the network data from SMF/PCF in the Table 6.19.2.2-2 by using the services provided by SMF/PCF together with the Cell list or TA list.

Editor's note:
Whether the network data collection from data sources should be considered except from SMF/PCF, e.g. UPF, OAM(MDT), is FFS.
The correlation information in clause 6.2.4 of TS 23.288 [5] are re-used to correlate the data from LMF, AMF and SMF/PCF.

With the CN data per UE in the finer granularity area in Table 6.19.2.2-2, the NWDAF derives the "QoS Sustainability" statistics on the finer granularity area. For example, the NWDAF can derives the analytics as follows:

-
how many percent of the UE's bit rate/packet delay/packet error rate which can be or cannot be guaranteed on the finer granularity area (below cell level); or
-
Average bit rate/packet delay/packet error rate can be or cannot be guaranteed on the finer granularity area (below cell level).

6.19.2.3
Output analytics

The NWDAF outputs the QoS Sustainability analytics, which should be provided according to the analytics request area of path of interest granularity. The provided granularity depends also on collected monitoring data (e.g., that the model has been trained).

Also, the Crossed Reporting Threshold(s) should be indicated for QoS parameter: Throughput, Delay, Packet loss.

Table 6.19.2.3-1: "QoS Sustainability" statistics

	Information
	Description

	List of QoS sustainability Analytics (1..max)
	

	>Applicable Area
	the Location information that the analytics applies to, the Area or path of Interest according to the analytics request

	>Applicable Time Period
	The time period within the Analytics target period that the analytics applies to.

	>Crossed Reporting Threshold(s)
	The Reporting Threshold(s) for each QoS parameter that are met or exceeded or crossed by the statistics value or the expected value of the QoS KPI.


Table 6.19.2.3-2: "QoS Sustainability" predictions

	Information
	Description

	List of QoS sustainability Analytics (1..max)
	

	>Applicable Area
	the Location information that the analytics applies to, the Area or path of Interest according to the analytics request

	>Applicable Time Period
	The time period within the Analytics target period that the analytics applies to.

	>Crossed Reporting Threshold(s)
	The Reporting Threshold(s) for each QoS parameter that are met or exceeded or crossed by the statistics value or the expected value of the QoS KPI.

	>Confidence
	Confidence of the prediction.


6.19.2.4
Procedures

The procedure in Figure 6.9.4-1 of TS 23.288 [5] is re-used with additional data collection step from LMF, AMF, etc.

Editor's note:
The procedure will be added when the service operation for LMF data collection is defined.
6.19.3
Impacts on Existing Nodes and Functionality
TBD

6.20
Solution #20: GTP metrics for QoS Sustainability analytics 

6.20.1
Description

This solution addresses the Key Issue #7: Enhancements on QoS Sustainability analytics.

In Rel-17, the NWDAF supporting QoS Sustainability analytics collects UE QoS flow Retainability KPI and RAN UE Throughput KPI from OAM (see TS 23.288 [5] clause 6.9.2).

This solution proposes that the NWDAF additionally collects the following input (see Table 6.20.2-1) according to existing measurements defined in TS 23.501 [2] clause 5.33.3 (QoS Monitoring to Assist URLLC Service).
In order to extend to Network Performance measurements following IP-layer section capacity and IP-layer available section capacity definition from ITU-T Y.1540 [8], the NWDAF should also collect capacity metrics based on GTP path (see Table 6.20.2-2) between UPF, NG-RAN and UE.

NOTE:
How OAM can perform capacity measurements is to be determined by SA5.
6.20.2
Input data

Table 6.20.2-1: Packet drop and/or packet delay measurement at GTP level
	Information
	Source
	Description

	UL/DL packet delay GTP
	SMF or UPF (NOTE 2)
	End-to-End measurements from UE to UPF

	UL/DL packet delay GTP
	OAM (NOTE 3)
	UL/DL packet delay measurement round trip on GTP path on N3 

	NOTE 2:
Direct collection from UPF depends on the outcome of FS_UPEAS.
NOTE 3:
Refer to TS 28.552 [7] clause 5.1 for the performance measurement in NG-RAN and TS 28.552 [7] clause 5.4 for the performance measurement in UPF. In addition, Annex A of TS 28.552 [7] describes various performance measurements, especially, Annex A.61 "Monitoring of one way delay between PSA UPF and NG-RAN" indicates that the measurements on the one way DL and UL delay between PSA UPF and NG-RAN can be used to evaluate and optimize the DL and UL user plane delay performance between 5GC and NG-RAN. Whether the mentioned RAN measurements are needed or even available per UE will be looked into in normative phase.

NOTE 4:
The NWDAF actions will not activate the measurements for QoS Monitoring. When QoS Monitoring is activated, the measurements are triggered according to existing procedures. When QoS Monitoring is not activated SMF may per configuration activate measurements for QoS Monitoring at least at the same time as it requests Analytics.


The following new data collection proposes to extend the measurements related to QoS Monitoring and defined in TS 23.501 [2] and TS 28.552 [7] to include the IP-layer section capacity and IP-layer available section capacity between UE, NG-RAN and UPF at GTP level

Table 6.20.2-2: New Data collection for QoS Sustainability analytics

	Information
	Source
	Description

	UL/DL capacity GTP between UPF and NG-RAN 
	OAM (NOTE 3)

TS 28.552 [7]
	UL/DL capacity measurement from UPF to NG-RAN based on GTP path. The capacity measurement corresponds to the IP-layer section capacity definition from ITU-T Y.1540 [8]

	UL/DL capacity GTP between UPF and UE
	OAM (NOTE 3)

TS 28.552 [7] 
	UL/DL capacity measurement from UE to UPF based on GTP path. The capacity measurement corresponds to the IP-layer section capacity definition from ITU-T Y.1540 [8]

	UL/DL available capacity GTP between UPF and NG-RAN 
	OAM (NOTE 3)

TS 28.552 [7]
	UL/DL available capacity measurement from UPF to NG-RAN based on GTP path. The available capacity measurement corresponds to the IP-layer available section capacity definition from ITU-T Y.1540 [8]

	UL/DL available capacity GTP between UPF and UE
	OAM (NOTE 3)

TS 28.552 [7]
	UL/DL available capacity measurement from UE to UPF based on GTP path. The available capacity measurement corresponds to the IP-layer available section capacity definition from ITU-T Y.1540 [8]

	NOTE 1:
UL/DL packet latency is already available at GTP level.

NOTE 2:
NWDAF could also collect the information from UPF, depending on the outcome of FS_UPEAS. 

NOTE 3:
New performance measurement needs to be defined by SA5 for capacity measurement in addition to clause 5.1 of TS 28.552 [7] for the performance measurement in NG-RAN and clause 5.4 1 of TS 28.552 [7] for the performance measurement in UPF. In addition, Annex A of TS 28.552 [7] describes various performance measurements.

NOTE 4:
The NWDAF data collection request/subscription will not activate the measurements for QoS Monitoring. When QoS Monitoring is activated, the measurements are triggered according to existing procedures. When QoS Monitoring is not activated, SMF may per configuration activate measurements for QoS Monitoring at least at the same time as it requests Analytics.


6.20.3
Procedures

The procedure for "QoS Sustainability" analytics provided by NWDAF specified in TS 23.288 [5] clause 6.9.4 is enhanced by adding data collection from SMF or UPF in step 2.

NOTE:
Direct data collection from UPF depends on the outcome of FS_UPEAS.

6.20.3
Impacts on services, Existing Nodes and Functionality 

NWDAF:

-
Consume UL/DL packet delay

-
Consume UL/DL new capacity metrics between UPF and UE and between UPF and NG-RAN

-
Consume UL/DL new available capacity metrics between UPF and UE and between UPF and NG-RAN

UPF:

-
Perform the measurements described in clause 6.20.2.
6.21
Solution #21: Federated Learning procedure between different NWDAFs

6.21.1
Description

This solution is proposed for KI#8 to support the Federated Learning procedure between different NWDAFs containing MTLF

6.21.2
Procedures

6.21.2.1
NWDAF "FL Capability" Registration

During the NWDAF containing MTLF registration in NRF procedure,

-
the NWDAF containing MTLF shall include the "FL capability" registered in its NF Profile registered in the NRF.
-
The "FL capability" indicates to support "FLaggregation" and / or "FL participant" for the corresponding Analytics ID.
-
"FLaggregation" capability means the MTLF is able to manage the FL operation, select FLparticipants, aggregate the ML models from different ML clients and send back the trained ML model information to the FL participants.

-
"FL pariticipant" capability means the MTLF is able to perform the ML model training for the ML model that requested by the "FL aggregation" by using the available local database and report the trained ML model information to the "FL aggregation". The local database can be the data that is allowed to collect by the MTLF from other 5GS or ADRF. 

Editor's note:
Whether the "FL pariticipant" capability is required or not is FFS

6.21.2.2
NWDAF Selection for FL operation

"FL Server" NWDAF is the NWDAF containing MTLF that supports the "FL aggregation" capability for the specific Analytics ID and selected as the FL Server. 

"FL Client" NWDAF is the NWDAF containing MTLF that supports the "FL participant" capability for the specific Analytics ID and selected by the "FL Server" NWDAF as the FL Client.

The "FL Server" NWDAF may be selected based on operator's local configuration or by the NWDAF containing AnLF for the analytics ID.

The NWDAF containing AnLF discovers an MTLF for a trained ML model as described in clause 5.2 in TS 23.288 [5]. If there is no trained ML model for the Analytics ID supported, the NRF will select the NWDAF containing MTLFs to train the ML model. If the NWDAF containing MTLF profile registered in the NRF includes the "FL Capability" for the ML model, The NRF returns one or more candidate for instances of NWDAF containing MTLF that supports the "FL aggregation" capability to the NWDAF containing AnLF. The NWDAF containing AnLF selects one NWDAF containing MTLF from the list that received from NRF and initiates the ML Model Provisioning procedure as described in 6.2A in TS 23.288 [5]. The ML Model Provisioning procedure initiated by NWDAF containing AnLF may trigger the FL operation for the specific ML model. This selected NWDAF containing MTLF will be worked as the "FL Server" NWDAF.
The "FL Server" NWDAF selects the "FL Client" NWDAF from NRF as described in clause 5.2 in TS 23.288 [5]. The "FL Server" NWDAF further includes the "FL Client" capability as "FL participant" capability and the number of reported NWDAFs for the Analytics ID in the discovery request message. The NRF returns the candidates for instances of NWDAF containing MTLF and each candidate for instance of NWDAF containing MTLF includes the Analytics ID, the ML Model Filter Information and support of "FL FL participant" for the Analytics ID.
6.21.2.3
FL operation between NWDAFs containing MTLF

The FL operation procedure between NWDAFs containing MTLF is described in Figure 6.21.2.3-1.
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Figure 6.21.2.3-1 FL operation procedure between NWDAFs

0.
The FL operation maybe triggered by local configuration in the "FL Server" NWDAF or request from NWDAF containing AnLF.
Editor's note：
Why and how the FL Server NWDAF determines to trigger FL training instead of normal training is FFS.
The "FL Server" NWDAF is configured the Initial FL parameters corresponding to the Analytics ID:

-
Number of FL rounds,

-
Total number of FL clients used in the process.

-
The area of interesting for the analytics ID, the area of interesting can be a PLMN or a registration area list.

For Initial ML model training, the pre-configured Initial FL parameters will be used.

The ML model maybe re-trained to improve correctness of NWDAF analytics as discussed in KI#1, the FL parameters used for re-training maybe different to the pre-configured Initial FL parameters.

Editor's note:
Whether the NWDAF containing AnLF or NWDAF containing MTLF initiates ML model re-training depends on the conclusion of KI#1. The FL parameters for ML model re-training may also depends on the correctness of NWDAF analytics.
1.
"FL Server" NWDAF selects the "FL Client" NWDAFs for the specific Analytics ID within the area of interesting for the FL as described in clause 6.21.2.2. "FL Server" NWDAF sends Nnwdaf_MLModelProvision_Subscribe to the "FL Client" NWDAFs with additional parameters:
-
the FL ID: For each ML model FL operation, the "FL Server" NWDAF will allocate different FL IDs for different "FL Client" NWDAFs. The "FL Server" NWDAF will identify the received the interim ML models from different "FL Client" via Analytics ID + FL ID. The FL ID will not updated during the FL operation procedure.
-
ML model information (containing a (set of) file address of the trained ML model) to request the ML model operation.

2.
For each "FL Client" NWDAF, if the ML model information is received from consumer, the "FL Client" NWDAF downloads the ML model according to the ML model information received from step 1.

3.
User consent will be performed by each "FL Client" NWDAF if UE related parameters are required for ML training.

4.
Each "FL Client" NWDAF may collect data from other available 5GS (e.g., AMF, SMF) or DCCF for local ML model training.

5.
Data source sends data to "FL Client" NWDAF.

6.
Each "FL Client" NWDAF performs local ML model training and sends the trained interim ML model via Nnwdaf_MLModelProvision_notify to the "FL Server" NWDAF. The Analytics ID, FL ID, ML model information and ML Model Filter Information for the trained interim ML model by "FL Client" NWDAF are included in the notify message.

Editor's note:
What parameters and in which format are included in the notify message is FFS.
7.
"FL Server" NWDAF downloads interim trained ML models Identified by Analytics ID and FL ID trained by each "FL Client" NWDAF according to the ML model information received in step 6.

8.
"FL Server" NWDAF performs aggregation for the ML models for the same analytics ID.

Step 2 to step 8 in box A may repeated to support iterative learning based on the FL parameters configured for the Analytics ID expect step 3. For example, after the step 8 for the first round of learning, the "FL Server" NWDAF will initiate step 1 for the second round of learning.

Use consent check is only performed for in the first round of iterative learning. 

9-10.
The "FL Client" NWDAF may subscribe the trained ML model for the Analytics ID from "FL Server" NWDAF as described in clause 6.2A.1 in TS 23.288 [5].

NOTE:
The ML model provision between "FL Server" NWDAF and "FL Client" NWDAF in this solution shall align with the conclusion in KI#5.

Editor's note:
Whether this procedure is general enough to apply to all analytics IDs needs FFS.
6.21.3
Impacts on Existing Nodes and Functionality
NWDAF containing MTLF:

-
register the "FL capability" in NF profile to NRF.

For "FL Server" NWDAF:

-
support "FL Client" NWDAF discovery procedure.

-
support to send FL request to "FL Client" NWDAF.
-
support to aggregate the interim ML model from "FL Clients" NWDAF.

For "FL Client" NWDAF:

-
support local ML training based on "FL Server" NWDAF request.

-
support to report the trained interim ML model to "FL Server" NWDAF.
6.22
Solution #22: Federated learning group creation

6.22.1
Description

The solution addresses Key Issue #8: Supporting Federated Learning in 5GC with proposing a procedure to create Federated Learning group of NWDAFs for a given analytics request from any NF.

To enable Federated Learning among NWDAFs, it is required to support creation of a Federated Learning group for a given analytics request. In this regard, this solution focuses on how to discover proper participant NWDAFs supporting Federated Learning, create the Federation Learning group, and provision information required to coordinate the operation among the participant NWDAFs.

This solution is based on the following assumption:

-
A Federated Learning group consists of one central NWDAF and multiple local NWDAFs. The local NWDAF performs local ML model training and provide local ML model to the central NWDAF. The central NWDAF aggregates the local ML model trained by local NWDAFs in the Federated Learning group, calculate and distribute a global ML model to the local NWDAFs.

-
For a given Federated Learning group, the same ML model is used by all the participant NWDAF analytics.

6.22.2
Procedures
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Figure 6.22.2-1: Federated learning group creation procedure

0.
NWDAF(s) respectively invokes an Nnrf_NFManagement_NFRegister Request service providing their own NF profile that includes supported Analytics ID, supported ML model information and ML model sharing capability, which is required to send locally trained model to the Central NWDAF during federation learning operations as local NWDAF, when becoming operative for the first time.
Editor's note:
Details on ML model information is FFS.

Editor's note:
The aspects of model sharing between Central NWDAF and Local NWDAF should be aligned with in key issue #5.

1.
The NF sends Nnwdaf_AnalyticsInfo_Request to the NWDAF. The request message includes Analytics ID, Target of Analytics Reporting, and Analytics Reporting Information.

2.
The NWDAF 1 determines to perform federated learning for the received Analytics request if it is locally configured to perform federated learning for the requested Analytics ID (e.g. based on the operator policy). The NWDAF 1 also determines to act as Central NWDAF for federation learning for the requested analytics in step 1 if it has Federated Learning Model Aggregation capability (i.e., capability of aggregating local training models and calculating the global model from then).

Editor's note:
How the central NWDAF decides to initiate an FL round i.e., trigger conditions to initiate an FL round is FFS.
Editor's note:
It is FFS how the NWDAF 1 performs subsequent operations for federated learning when it contains only AnLF.
NOTE 1:
The Central NWDAF in this solution is assumed to host both MTLF and AnLF logical functions.
3.
The NWDAF invokes the Nnrf_NFDiscovery_Request service operation from the NRF to find other NWDAFs that are able to perform federated learning as local NWDAFs for the Analytics request in step 1. The Nnrf_NFDiscovery_Request message includes Analytics ID in step 1, ML model information and ML model sharing capability that is required to perform Federation Learning 

4.
The NRF returns multiple local NWDAF candidates matching the requested capabilities and Analytics ID.

5.
The central NWDAF requests the local NWDAF candidates to join the federated learning group for the Analytics ID received in step 1. The request message includes Central NWDAF information (e.g. NWDAF ID and address), S-NSSAI, Analytics ID and ML model information for the federated learning operation, etc. 

6.
The local NWDAF candidates reply to the NWDAF with the indication on whether to accept the federation learning group participation request or not. 

7.
Upon receiving the responses from local NWDAF candidates in step 6, the central NWDAF determines a federated learning group consisting of NWDAFs that indicate to accept to the federation learning group participation request in step 6. The central NWDAF creates federated learning group information that includes Analytics ID, list of local NWDAF information (identifiers and addresses of NWDAFs), ML model information, Central NWDAF address as target address where local training model is sent, transmission expiration time information, and local learning processing rule information. 

The local learning processing rule information includes either local processing rule ID or local ML model training rule e.g. how many iterations for local model training should be performed for one epoch before providing the local model to the Central NWDAF.

NOTE 2:
The local processing rule ID refers to a pre-agreed operation rule for local ML model training in federated learning operation among NWDAFs.
The transmission expiration time information indicates a deadline before which the local ML model should be transmitted to the Central NWDAF to generate global ML model for an epoch. For example, the deadline can be represented by timestamp and timer value respectively indicating start time of federated learning operation and expiry time period.

8.
The central NWDAF provides the local NWDAFs (i.e., federated learning group member local NWDAFs) with federated learning operation information that includes Analytics ID, ML model information, Central NWDAF address as target address where local training model is sent, transmission expiration time information, and local learning processing rule information.

9.
Local NWDAFs acknowledge to the central NWDAF to indicate if the local NWDAF is able to perform federate learning according to the federated learning operation information.
6.22.3
Impacts on Existing Nodes and Functionality
NWDAF:

-
support creation of federated learning group with acting as NRF service consumer to discover and select NWDAFs having required capability to perform federated learning.
-
support to share ML model with other NWDAFs and, especially for Central NWDAF, aggregate ML models provided by other NWDAFs.
NRF:
-
support new parameters in NF profile provided by NWDAF.
-
support new discovery parameters related to federated learning group creation.
6.23
Solution #23: Support of federated learning for model training

6.23.1
Description
Editor's note:
This clause will describe the solution principles and architecture assumptions for corresponding key issue(s) which should be explicitly stated. Clause(s) may be added to capture details.

Model training using Federated learning is useful in scenarios where data may not be easily collected from Data Producer NF. For example, there may be data privacy/data security requirements where data collection from data producer NFs is not feasible or there can be high signalling load if data is collected from Data Producer NFs that have limited resources available (e.g. NFs supporting a local edge network).

Federated learning solves this problem by locally training an ML model using data that are locally available and distributing local model parameters to a central model training function that aggregates the model parameters and generates a central ML model.

The following architecture is proposed to support model training using federated learning.
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Figure 6.23.1-1: Architecture supporting model training using federated learning
The main functions of the federated learning architecture is as follows:

-
A central MTLF (that supports FL aggregation) that configures one or more local MTLF(s) (that supports FL participation) with the data that are required to be collected from one or more (local) Data Producer NFs and generates an aggregated ML model based on ML model parameters received from an ML model trained locally from each local MTLF.
-
One or more local MTLF(s) that support ML model training by collecting data from one or more Data Producer NFs available locally.
-
A central Analytics Logical Function (AnLF) that discovers the Central MTLF supporting federated learning for model training since not all MTLFs will support Model Training using federated learning. The AnLF can discover the central MTLF on per Analytic ID/Analytic Filter information basis. The NRF includes information in the NF profile whether an MTLF support FL aggregation or FL participation.
Once the AnLF discovers the Central MTLF that suppors FL aggregation, the AnLF will request an ML model for an Analytic ID including ML model filter information that can include an S-NSSAI, area of interest, DNAI and other information. The Central MTLF based on the Analytic ID requested and the ML model filter information determines that the requested ML model requires federated learning and discovers one or more local MTLFs for each data (i.e Event ID) that cannot be collected directly from a Data Producer NF. The central MTLF discovers the local MTLF(s) from the NRF and configures the local MTLF to train a local ML model indicating the data required to be collected by one or more Data Producer NF(s). The central MTLF then retrieves local ML model parameters from each local MTLF and aggregates gradients/loss factors generating a central ML model that is sent to the AnLF.
6.23.2
Procedures

Editor's note:
This clause describes high-level procedures and information flows for the solution.

A detailed procedure is provided below:
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Figure 6.23.2-1: Support of model training using federated learning

0.
An AnLF NWDAF receives a request from a consumer NF. The request includes an Analytics ID and analytic filter information as described in 3GPP TS 23.288 [5].
1.
[conditional]The AnLF determines the central MTLF. The AnLF may determine that a Central MTLF supporting federated learning is required. 

2.
[conditional]The AnLF discovers the central MTLF from the NRF by invoking an Nnrf_NFDiscovery_Request including the Analytic ID, service area.

Editor's note:
It is FFS if the AnLF needs to provide additional information to discover an MTLF supporting Federating Learning.
3.
[conditional]The AnLF receives from the NRF the NF ID of the central MTLF.

4.
[conditional]The AnLF sends a subscription request to the central MTLF including Analytic ID and ML model filter information as described in 3GPP TS 23.288 [5].

5.
The central MTLF determines that federated learning is required. The MTLF may determine such information if:

-
Data (corresponding to an Event ID) cannot be collected directly from an NF (based on local configuration)

-
The request for analytics information is for a DNAI where federated learning is required.

-
The request for analytics information is for a service area where federated learning is required.

Editor's note:
How the central MTLF decides to initiate an FL round i.e., trigger conditions to initiate an FL round is for FFS.

6.
The central MTLF discovers the local MTLF for federated learning. The determination is based on the training data (i.e. Event ID) required by the local MTLF to train the local ML Model.

7.
The central MTLF discovers the local MTLF from the NRF by invoking an Nnrf_NFDiscovery_Request including the Analytic ID, Event ID, service area and an indication that the MTLF supporting FL participation for ML model training.
Editor's note:
Whether Event ID is needed for local MTLF discovery is FFS.
8.
The AnLF receives from the NRF the NF ID of the local MTLF(s).

9a.-9b.
The central MTLF configures the local MTLF(s) to train a local ML model using data from one or more data producer NFs corresponding to the Event ID(s) required. The central MTLF includes in the request to the local MTLF the Analytic ID of the ML model required.
Editor's note:
Further details on the local MTLF configuration are FFS.
10a.10b.
Each local MTLF collects data and locally trains an ML model

11a-11b.
The central MTLF and local MTLF(s) exchange ML model parameters that allows aggregation of gradients and loss factors from each local ML model. Steps 11a and 11b are ML model specific and out of scope of 3GPP.
NOTE:
Steps 10a through 11b are iterative and continue until the central MTLF determines that the generated ML model can be used by the AnLF (e.g. reached the required confidence level).
12.
The MTLF updates its central trained model using the aggregated model parameters

13.
The MTLF indicates to the AnLF that a trained model is available.

6.23.3
Impacts on services, entities and interfaces
Editor's note:
This clause captures impacts on existing 3GPP nodes and functional elements.

-
Discovery and selection of local MTLF for model training using federated learning

6.24
Solution #24: Horizontal Federated Learning among Multiple NWDAFs

6.24.1
Description

This solution is proposed to address Key Issue #8: Supporting Federated Learning in 5GC.
Current enablers for network automation architecture by NWDAF still faces some major challenges as follows:

-
User data privacy and security (protected by e.g. GDPR) has become a worldwide issue, it is also difficult for NWDAF to collect UE level network data.

-
With the introduction of MTLF in R17, various data from wide area is needed to train an ML model for NWDAF containing MTLF. However, it is difficult for NWDAF containing MTLF to collect all the raw data from distributed data source in different areas, because heavy signaling load may exist if it centralized all the data into the NWDAF containing MTLF.

In order to address the challenges, Federated Learning (also called Federated Machine Learning) technique in NWDAF containing MTLF could be adopted to train an ML model, in which there is no need for raw data transferring (e.g. centralized into one NWDAF) but only need for cooperation among multiple NWDAFs (MTLF) distributed in different areas i.e., sharing of ML model and of the learning results among multiple NWDAFs (MTLF). 

This solution is mainly focusing on horizontal Federated Learning among Multiple NWDAFs, whose procedures are illustrated in the following clauses.
6.24.2
Procedures

6.24.2.1
General procedure for Federated Learning among Multiple NWDAF Instances
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Figure 6.24.2.1-1: General procedure for Federated Learning among Multiple NWDAF Instances
1-3.
Client NWDAF registers its NF profile (Client NWDAF Type (see TS 23.502 [3] clause 5.2.7.2.2), Address of Client NWDAF, Support of Federated Learning capability information, Analytics ID(s)) into NRF.

4-6.
Server NWDAF discovers one or multiple Client NWDAF instances which could be used for Federated Learning via the NRF to get IP addresses of Client NWDAF instances by invoking the Nnrf_NFDiscovery_Request (Analytics ID, Support of Federated Learning capability information) service operation.

It is assumed an Analytics Id is preconfigured for a type of Federated Learning. Thus, the NRF can realize the Server NWDAF is requesting to perform federated learning based on the pre-configuration. And the NRF responds to the central NWDAF the IP address of multiple NWDAF instances which support the Analytics Id.

NOTE:
The analytic ID(s) supporting Federated Learning can be configured by operator.

Based on the response from NRF, Server NWDAF selects which NWDAF clients will participate.

Editor's note:
How to handle licensing condition between Server NWDAF and client NWDAF is left to FFS.

7.
Server NWDAF sends a request to the selected Client NWDAFs that participate in the Federated learning including some parameters (such as initial ML model, data type list, maximum response time window, etc.) to help the local model training for Federated Learning.

NOTE:
This step should be aligned with the outcome of KI#5.

8.
Each Client NWDAF collects its local data by using the current mechanism in clause 6.2, TS 23.288 [5].

9.
During Federated Learning training procedure, each Client NWDAF further trains the retrieved ML model from the server NWDAF based on its own data, and reports the results of ML model training to the Server NWDAF, e.g. the gradient.

10.
The Server NWDAF aggregates all the local ML model training results retrieved at step 9 such as the gradient to update the global ML model.

11.
The Server NWDAF sends the aggregated ML model information (updated ML model) to each Client NWDAF for next ground model training.

12.
Each Client NWDAF updates its own ML model based on the aggregated model information (updated ML model) distributed by the Server NWDAF at step 11.

NOTE:
The steps 8-12 should be repeated until the training termination condition (e.g. maximum number of iterations, or the result of loss function is lower than a threshold) is reached.

After the training procedure is finished, the globally optimal ML model or ML model parameters could be distributed to the Client NWDAFs for the inference.

6.24.2.2
Procedure for usage of Federated Learning in Abnormal Behaviour
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Figure 6.24.2.2-1: Procedure for usage of Federated Learning in Abnormal Behaviour
1.
A Server NWDAF determines to train an Abnormal Classifier using the input data defined in Table 6.7.5.2-1, TS 23.288 [5]). The Server NWDAF discovers two Client NWDAFs i.e. Client NWDAF 1 in Area A, Client NWDAF 2 in Area B that are participating in the license model as defined in steps 7 in figure 6.24.2.1-1.

2.
Client NWDAF 1 and Client NWDAF 2 collect raw data from SMF and AMF, respectively. The data collection procedures from AMF and SMF are defined in step 2-3, clause 6.7.5.4, TS 23.288 [5].

3-4.
Client NWDAF 1 and Client NWDAF 2 collect Exception information from AF, respectively. The Exception information is defined in clause 6.7.5.2, TS 23.288 [5].

Repeat from step 5-8 until the training termination condition (e.g. maximum number of iterations) is fulfilled:

5.
During Federated Learning training procedure, based on the local raw data, Client NWDAF 1 and Client NWDAF 2 further train the retrieved Abnormal Classifier from the Server NWDAF, respectively.

6.
Client NWDAF 1 and Client NWDAF 2 respectively report the information of local training results for Abnormal Classifier (e.g. volume of the local dataset, parameters for update of the Abnormal Classifier) to the Server NWDAF.

7.
Server NWDAF aggregates all the local training results for Abnormal Classifier to derive the aggregated Abnormal Classifier information.

8.
Server NWDAF sends the aggregated Abnormal Classifier information to Client NWDAF 1 and Client NWDAF 2, and then, Client NWDAF 1 and Client NWDAF 2 update the its own Abnormal Classifier based on the aggregated Abnormal Classifier information distributed by the Server NWDAF.

After the training procedure is finished, the globally optimal Abnormal Classifier or Abnormal Classifier parameters could be distributed to the Client NWDAF 1 and Client NWDAF 2 as well as the new Client NWDAFs, if requested, for the inference.

6.24.3
Impacts on Existing Nodes and Functionality

NWDAF:

-
Registration into NRF;

-
New Data Analytics (i.e. new Analytics ID) for Federated Learning, which can be configured by operator
-
As a server NWDAF,

-
Discover request to NRF with the analytics id corresponding to a federated learning

-
Client NWDAF instances discovery;

-
Initial Federated Learning parameters determination and distribution;

-
Collection of local ML model information from the Client NWDAF instances;

-
Aggregates local model information to update ML model, e.g. for gradient calculation, reporting to the Server NWDAF;

-
As a Client NWDAF,

-
Receive aggregated model information (updated ML model) from Server NWDAF and perform local ML model update.

NRF:

-
Server NWDAF and Client NWDAF registration and discovery.

6.25
Solution #25: Outdoors Advertisement use case with finer granularity location information
6.25.1
Description

This solution addresses Key issue #9: Enhancement of NWDAF with finer granularity of location information. 

In the LCS architecture, the LCS can provide LCS client location information including geographic location, speed, heading, accuracy, timestamp, and so on. Such information precisely represents the location status of a single UE or a group of UE, which can help NWDAF to conduct some valuable statistics and prediction analyses. Therefore, under the permission of users' consent and privacy checking, it is desirable to obtain location information from LCS architecture in line with consumer requirements to help NWDAF make better analyses and predictions.

Outdoors advertisements statistics business is a potential scenario combining NWDAF and LCS architectures. In this scenario, the positioning information of an uncertain group of UE within a certain area needs to be counted. These amount of UEs is changing. 

In this scenario, the NWDAF consumers can provide clear statistical requirements including the location of a specific billboard, the period to be calculated, the counting distance range, the accuracy information, and so on. Then NWDAF provides billboard location information, statistical period, number of UE passing by, the proportion of valid viewers, average staying time of viewers, proportion of UE staying longer than the specified time, etc. Thus, a new analytic ID needs to be designed. 

Two categories of outdoor advertisements will be studied, expressways advertisements and street advertisements.

For large outdoor advertisements, e.g. roadside advertisements on expressways, advertising information on the billboard can be seen far away. In this way, the granularity of UE location information required by NWDAF may be coarser, such as around 400m near billboards. Therefore, NWDAF only counts the number of users driving towards a correct and fixed direction. Furtherly, the users whose staying time reach a threshold are counted as valid viewers of the advertisement.

For small outdoor advertisements, e.g. street or neighbour advertisements, people can see the contents shown on ads when they are close to the billboard. In this way, the UE location information required by NWDAF will be finer granular, such as around 5m near the billboard. At first, NWDAF conducts preliminary screening on the speed and heading information with ignoring users who move at a fast speed. Then, NWDAF determines the duration of the users and counts the number of people passing by and valid viewers in this certain area. 

In order to solve the aforementioned issue, this solution proposes a scheme for providing statistics/prediction service under the measuring outdoors advertisements viewers scenario.

6.25.2
Input Data

The input data for the analytics is described in Table 6.25.2-1.

Table 6.25.2-1. Input data for measuring the number of outdoors advertisements viewers usage

	Information
	Source (NOTE)
	Description

	Timestamp
	LCS architecture
	A timestamp is associated with the collected information.

	Location estimate
	
	The geographical location of UE

	Velocity estimate
	
	Including speed and heading information of UE

	Accuracy
	
	Including horizon accuracy and vertical accuracy

	Age of location
	
	The lifetime of location information


NOTE:
From which network function to acquire the location information will have some coordination with the FS_eLCS_Ph3 study.
6.25.3
Output Analytics

The output analytics of NWDAF is defined in Table 6.25.3-1 and Table 6.25.3-2.

Table 6.25.3-1: Measuring the number of outdoors advertisements viewers usage statistics

	Information
	Description

	Core location
	The location of the outdoor advertisement billboard

	Collection period
	The time during the beginning and the end of UE location information collection (e.g. 1 hour or 1 day)

	Total number of users
	The total number of users pass by during the collection period

	Viewers proportion
	The proportion of valid viewers among the total number of users

	Average staying time
	The average staying time among all the valid viewers staying time

	Staying time proportion
	The proportion of viewers whose staying time longer than a specific time (e.g. staying timer longer than the 20s)


Table 6.25.3-2: Measuring the number of outdoors advertisements viewers usage prediction

	Information
	Description

	Core location
	The location of the outdoor advertisement billboard

	Predicted Collection period
	The time during the beginning and the end of UE location information collection (e.g. 1 hour or 1 day)

	Predicted Total number of users
	The total number of users pass by during the collection period

	Predicted Viewers proportion
	The proportion of valid viewers among the total number of users

	Predicted Average staying time
	The average staying time among all the valid viewers staying time

	Predicted Staying time proportion
	The proportion of viewers whose staying time longer than a specific time (e.g. staying timer longer than the 20s)


6.25.4
Procedures

Figure 6.25.4-1 depicts a procedure for the Outdoor Advertisement use case analytics provided by NWDAF.
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Figure 6.25.4-1: Outdoors Advertisement use case analytics provided by NWDAF

1.
The consumer requests or subscribes to analytics information on the Outdoors Advertisement use case provided by NWDAF. The parameters are carried in the request including the location of a specific billboard, category of advertisement, the period to be counted, the counting distance range, the preferred granularity of the counting distance range, and so on.

-
an Analytics subscription or request (New Analytics ID, Analytics Filter information = AOI, Analytics Reporting information = Analytics target period 1 or prediction target period 2) to the NWDAF by Nnwdaf_AnalyticsSubscription_Subscribe or Nnwdaf_AnalyticsInfo_Request.


The consumer may include multiple sets of parameters in order to provide different combinations of "Location information" and "Analytics target period" when requesting Outdoors Advertisement analytics.

2.
The NWDAF collects the UE location information data from the LCS architecture. 

NOTE:
UE location information collection principles will be coordinated with FS_eLCS_Ph3 study.

3.
The NWDAF conducts preliminary screening based on the category of advertisement and then classifies statistics through time stamps and other information. The UE can be counted only when it enters the counting distance range and its location information meets the requirements by the rules of the category of advertisement and NWDAF consumer.

The number of users passing by and the valid viewers can be counted:

-
For the expressway advertisements, users whose geographical location is in a large range of the requested counting distance can be counted as users passing by. The users whose speed and heading meet the requirements are counted as valid viewers of the advertisement. The duration between valid viewers entering and leaving the range requested in NWDAF consumers will be regarded as staying time.

-
For the street advertisements, users whose geographical location is in a smaller range of the requested counting distance can be counted as users passing by. The users who have a limited speed are counted as valid viewers of the advertisement. The duration between valid viewers entering and leaving the range requested in NWDAF consumers will be regarded as staying time.

The NWDAF verifies whether the triggering conditions are met and derives the requested analytics. The NWDAF can detect the need for notification based on comparing the requested analytics of the preferred granularity of counting distance range provided by the consumer over the requested Analytics target period.

4.
The NWDAF provides a response or notification on the Outdoors Advertisement use case to the consumer. The details for UE mobility analytics provided by the NWDAF are defined in the output analytics information.

6.25.5
Impacts on Existing Nodes and Functionality
NWDAF:

-
The NWDAF collects data from LCS architecture and analyses measuring the number of outdoor advertisements viewers.

-
The new Analytic ID supporting the Outdoors Advertisement use case needs to be supported.

Editor's note:
The name of new analytic ID is FFS.

6.26
Solution #26: Finer granularity of location information based on cell sequence
6.26.1
Description

Location information with cell/TA granularity is not enough for some vehicle use cases. For example, while sending warning messages to vehicles running on the road of traffic jam or traffic accident, we need further location information of direction to determine whether the vehicles are running on the up lane or down lane of the same road.

To decide the direction information, we can use the information of cell sequence that the vehicle has went through. Unlike traditional UEs (e.g. mobile phones carried by people) moving irregularly, vehicles can only run forward (cannot run back and forth) along the road so vehicles driving in the same direction of the road tend to go through the same sequence of cells. 
6.26.2
Procedures
UE mobility analytics is specified in section 6.7.2 of TS 23.288 [5]. The following table is the output analytics of UE mobility statistics. Multiple UE locations can be provided in the indicated time slot. However, there is no clear indication about the order of those locations (cells). To determine the direction of location information using cell sequence, we need to add a new NOTE4 as follows to make the multiple locations are in the right order. Other procedures such as how to subscribe/notify this location information are the same as section 6.7.2 of TS23.288.
Table 6.7.2.3-1: UE mobility statistics

	Information
	Description

	UE group ID or UE ID
	Identifies a UE or a group of UEs, e.g. internal group ID defined in TS 23.501 [2] clause 5.9.7, SUPI (see NOTE 1).

	Time slot entry (1..max)
	List of time slots during the Analytics target period

	  > Time slot start
	Time slot start within the Analytics target period

	  > Duration
	Duration of the time slot

	  > UE location (1..max)
	Observed location statistics (see NOTE 2, 4)

	      >> UE location
	TA or cells which the UE stays (see NOTE 3)

	      >> Ratio
	Percentage of UEs in the group (in the case of a UE group)


NOTE 1:
When target of analytics reporting is an individual UE, one UE ID (i.e. SUPI) will be included, the NWDAF will provide the analytics mobility result (i.e. list of (predicted) time slots) to NF service consumer(s) for the UE.

NOTE 2:
If Visited AOI(s) was provided in the analytics request/subscription, the UE location provides information on the observed location(s) that the UE or group of UEs had been residing during the Analytics Target Period.
NOTE 3:
When possible and applicable to the access type, UE location is provided according to the preferred granularity of location information.

NOTE 4:
If target of analytics reporting is an individual UE or multiple UE locations are provided, UE locations will be in the order of which the UE passes through.

Editor's note:
It is FFS on how to implement the order of the UE locations in the UE Mobility analytics.
6.26.3
Impacts on Existing Nodes and Functionality
Editor's note:
This clause will list conclusions that have been agreed during the course of the study item activities.

6.27
Solution #27: Relative Proximity Analytics 

6.27.1
Description

In Rel-17, NWDAF location analytics are only available with the coarse resolution of Tracking Area (TA) level or cell level, so KI#9 description in cl. 5.9 requests solutions for location analytics with finer granularity. Furthermore, location information is mainly related to the absolute positioning of a UE and relative proximity of a UE versus other UEs is currently lacking in input data acquired by the NWDAF or the output data provisioned by the NWDAF. Relative proximity information can thus be leveraged by NWDAF to provide location information with finer granularity than TA/cell. In this solution, we propose a set of possible procedures for the NWDAF to assist a consumer NF to more accurately localize a cluster (or a set) of UEs via provisioning statistics or prediction information related to their relative proximity. For example, this analytics type may help the consumer improve the location estimation accuracy of a UE by using proximity information from nearby UEs, or it may help the consumer identify UEs in the vicinity of another UE.

Similar to other analytics described in TS 23.288 [5], this solution describes input data (see Tables 6.27.1-1 and 6.27.1-2), output analytics in the form of statistics and predictions (see Tables 6.27.1-3 and 6.27.1-4), and procedures (see cl. 6.27.2) to support relative proximity analytics.

Input Data to the NWDAF from different sources

Table 6.27.1-1: Information collected from OAM
	Information
	Source
	Description

	Per UE information
	OAM
	

	>  Speed
	
	UE Speed

	>  Orientation
	
	UE Orientation


Table 6.27.1-2: Information collected via DCAF/ NEF
	Information
	Source
	Description

	Proximity Attribute 
	DCAF / NEF


	Characterise a set of UEs in relative proximity based on the criteria set

	  > Number of UEs
	
	Total number of UEs that fulfil a proximity criteria

	  > Timestamp
	
	A time stamp of time that the proximity attribute derived.

	  > Application ID(s)
	
	Identifying the applications(s) providing this information

	  > List of UE IDs


	
	UE IDs that fulfil a proximity criteria.

	  > Other attribute(s)
	
	Other attributes the set of UEs in proximity fulfil as a collective attribute (e.g. destination, route, average speed, time of arrival)

	  > Confidence


	
	Confidence on relative proximity data 


Editor's note:
Whether the list of UE IDs that fulfill a proximity criteria is provided by UE to DCAF or determined by DCAF is FFS.

Output analytics from the NWDAF to the consumer NF

Table 6.27.1-3: Relative proximity statistics

	Information
	Description

	UE group ID or set of UE IDs
	Identifies a group of UEs or a set of UEs, e.g. internal group ID, external group ID, list of SUPIs, list of GPSIs or other external UE IDs.

	Time slot entry (1..max)
	List of time slots during the Analytics target period

	  > Time slot start
	Time slot start within the Analytics target period

	  > Duration
	Duration of the time slot

	  > UE proximity attribute 
	Observed proximity data

	     >> relative proximity information
	Observed information of proximity changes

	      >> Sampling Ratio
	Percentage of UEs accounted based on proximity criteria 


Table 6.27.1-4: Relative proximity predictions

	Information
	Description

	UE group ID or set of UE IDs
	Identifies a group of UEs or a set of UEs, e.g. internal group ID, external group ID, list of SUPIs, list of GPSIs or other external UE IDs.

	Time slot entry (1..max)
	List of predicted time slots

	  >Time slot start
	Time slot start time within the Analytics target period

	  > Duration
	Duration of the time slot 

	  > UE proximity attribute
	Predicted proximity data 

	      >> relative proximity information
	Predicted information of proximity changes

	      >> Confidence
	Confidence of this prediction

	      >> Sampling Ratio
	Percentage of UEs accounted based on proximity criteria


6.27.2
Procedures
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Figure 6.27.2-1: Procedure for delivery of relative proximity analytics

1.
The Consumer NF sends a request to the NWDAF for analytics related to relative proximity, using either the Nnwdaf_AnalyticsInfo or Nnwdaf_AnalyticsSubscription service.
The Analytics ID is set to relative proximity information. The target for analytics reporting can be a single UE, group of UEs (e.g. UE1 and UE2 in Figure 6.27.2-1) or any UE. Analytic filters are set to indicate the proximity range or other criteria to be considered for relative proximity. This can be in the form of an area of interest, specific directions of interest, a ranging distance, or other forms of indication. Other analytics filters can also be set to indicate a minimum or maximum number of UEs to be accounted for relative positioning. Other attributes can be also indicated as part of analytics filters, e.g. defining certain velocity, average speed, orientation or mobility trajectory to be accounted for relative positioning. Furthermore, analytics filters can be set to indicate S-NSSAI, DNN, analytics target period or preferred level of accuracy of the analytics.
The Consumer NF can request statistics or predictions or both for a given time window.

2-5.
If the request is authorized, and in order to provide the requested analytics, the NWDAF may subscribe to OAM services to retrieve relevant information to proximity analytics. The NWDAF may collect MDT input data per individual UE from OAM. An example set of information to be provided to the NWDAF is defined in Table 6.27.1-1.

6-7.
For relative proximity information, if the request is authorized, and in order to provide the requested analytics, NWDAF may follow the UE Input Data Collection Procedure via the DCAF. DCAF may collect proximity data directly from the UE Application.

Editor's note:
Whether and how DCAF can collect proximity data is FFS

NOTE 1:
The UE data collection procedure should be based on clause 6.2.8 of TS 23.288 [5].

NOTE 2:
Different Application IDs of the same DCAF or different DCAFs may be selected for different UEs, since each DCAF can only determine the proximity information for the UEs that have PDU session between UE and DCAF.


The NWDAF subscribes to the AF services as above invoking either Nnef_EventExposure_Subscribe for untrusted DCAF or Naf_EventExposure_Subscribe service for trusted DCAF with (Event ID = Relative Proximity, Event Filter information, Target of Event Reporting). The target of event reporting and / or Event Filter information is set according to the target of analytics reporting and / or analytics filters set during the step 1 of the procedure. 


Event filters can be defined for relative proximity to indicate to DCAF on how to process the data from individual UEs to determine the set of UEs to be accounted for relative proximity.


In the case of a trusted DCAF, the NWDAF may provide the Area of Interest, proximity range or other criteria to the DCAF on the resolution of TAIs or any other finer resolution recognizable by the 5GC. In the case of an untrusted DCAF, NEF translates the requested criteria provided as event filter by the NWDAF into geographic zone identifier(s) or other geographic range identifier(s) or geographic direction identifier(s) that act as event filter(s) for the DCAF.


The DCAF may processes (e.g. anonymize, aggregate and normalize) the data from individual UEs based on Event Filters indicated by the NWDAF to determine the set of UEs to be accounted for relative proximity before notifying that directly (trusted DCAF) or via NEF (for untrusted DCAF) to the NWDAF. An example set of information to be provided to the NWDAF is defined in Table 6.27.1-2.

8.
The NWDAF derives requested analytics.

9.
The NWDAF provide requested relative proximity information to the consumer NF along with the corresponding Validity Period or any Validity Area, Validity Direction of interest or ranging distance, using either the Nnwdaf_AnalyticsInfo_Request response or Nnwdaf_AnalyticsSubscription_Subscribe response, depending on the service used in step 1. An example set of information to be provided to the consumer NF from the NWDAF is defined in Table 6.27.1-3 and Table 6.27.1-4.

10-12.
If at step 1 the consumer NF has subscribed to receive continuous reporting of relative proximity information, the NWDAF may generate new analytics and, when relevant according to the Analytics target period and Reporting Threshold, provide them along with the corresponding Validity Period (or any Validity Area, Validity Direction of interest or ranging distance) to the consumer NF.

6.27.3
Impacts on Existing Nodes and Functionality
NWDAF:
-
An analytics ID for relative proximity information
-
A set of input data from other 5GC NFs (e.g. DCAF) or OAM 

-
A set of output data to other 5GC NFs

-
A set of analytics filters 

AF:
-
A set of event exposures and event filters for proximity information
DCAF:
-
Support to determine proximity information between different UEs

OAM:
-
Input data related to proximity information








7
Overall Evaluation
Editor's note:
This clause will provide evaluation of different solutions.
8
Conclusions

Editor's note:
This clause will list conclusions that have been agreed during the course of the study item activities.
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15. stop use current analytics


10. Calculate Accuracy in use or MAE in use


2. Nnwdaf_MLModelProvision_Subscribe


6. Collect Input data


13. Retrain ML Model with new data 


11. Compare AiT with AiU 
or MAE in Training with  MAE in use 


1. Nnwdaf_AnalyticsSubscription_Subscribe


5. Determine input data providers and label data providers


8.  Nnwdaf_AnalyticsSubscription_Notify 


Nnwdaf_MLModelProvision_Notify



NWDAF AnLF
MTLF
Consumer
1. Request Analytics (Analytic ID,
Minimum accuracy)
6. Provide estimation
(Analytic output, Confidence of prediction,
Request feedback)
5. Analytics derivation
17. Provides updated
 ML model
2. Request ML models
(minimum accuracy)
3. Provides trained ML model
13. Determines model drift by comparing data.
14. Re-trains ML model using updated data
ADRF
5GC NFs/OAM/AF
4. Provisions ML model
(request feedback)
11. Subscribes to 
Historical data used to train 
ML model
12. Subscribes to 
Real time data
15. Notifies the ML Model drift
Exceeds threshold
7. Determines action.
8. Provides feedback on the action taken
9. Feedback notification
10. Determine to evaluate Model Drift
16. Pause notification
18. Notification that subscription is active



PCF
UDM
UDR
OAM
AnLF
DCCF
MTLF
Data source NFs
Consumer NF
2. AnLF based error monitoring (see clause 6.5.2.1)
3. MTLF based error monitoring (see clause 6.5.2.2)
5. ML model (re)selection or (re)training
4. MTLF detects dynamics on 5GS (see clause 6.5.2.3)
1. Nnwdaf_MLModelProvision Subscribe
0. Consumer NF subscribes to analytics of AnLF
6. Nnwdaf_MLModelProvision_Notify



NWDAF
(MTLF)
5GC
AMF
SMF
UPF
NRF
ADRF
OAM
(near)
real time Data
Historical 
Data
Historical 
or 
(near) 
real time Data
Actions
Based on analytics
Actions
Based on analytics



NWDAF 
containing AnLF
NWDAF containing
MTLF
1. Nnwdaf_MLModelProvision_Subscribe request (Analytics ID, indication for supporting multiple ML Models)
3. Nnwdaf_MLModelProvision_Notify request
    (Analytics ID: 
         (unique identifier 1, ML Model information 1), 
         (unique identifier 2, ML model information 2), …)
4. Request to download ML Model(s) of interest
2. Nnwdaf_MLModelProvision_Subscribe response
5. Response with ML Model(s) of interest
ML Model repository



NWDAF 
containing AnLF
NWDAF containing
MTLF
1. Nnwdaf_MLModelInfo_Request request (Analytics ID, indication for supporting multiple ML Models)
2. Nnwdaf_MLModelInfo_Request response
    (Analytics ID: 
         (unique identifier 1, ML Model information 1), 
         (unique identifier 2, ML model information 2), …)



ML Model ‘A’
ML Model ‘B’
ML Model ‘C’
Data ‘1’
Data ‘2’
Data ‘3’
Aggregation/Voting
NWDAF containing AnLF
Best prediction



