3GPP TR 23.700-01 V0.21.0 (2024-031)
11
Release 19

	[bookmark: page1][bookmark: specType1][bookmark: specNumber][bookmark: specVersion][bookmark: issueDate]3GPP TR 23.700-01 V0.21.0 (2024-031)

	[bookmark: spectype2]Technical Report

	3rd Generation Partnership Project;
[bookmark: specTitle]Technical Specification Group Services and System Aspects;
Study on application enablement for satellite access enabled 5G services;
[bookmark: specRelease](Release 19)

		

	[image: ]
	[image: ]

	

	[bookmark: warningNotice]The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP.
The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.
This Specification is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and Reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners' Publications Offices.











	[bookmark: page2]

	[bookmark: coords3gpp]3GPP
Postal address

3GPP support office address
650 Route des Lucioles - Sophia Antipolis
Valbonne - FRANCE
Tel.: +33 4 92 94 42 00 Fax: +33 4 93 65 47 16
Internet
http://www.3gpp.org


	[bookmark: copyrightNotification]Copyright Notification
No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

[bookmark: copyrightaddon]© 20243, 3GPP Organizational Partners (ARIB, ATIS, CCSA, ETSI, TSDSI, TTA, TTC).
All rights reserved.

UMTS™ is a Trade Mark of ETSI registered for the benefit of its members
3GPP™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
LTE™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
GSM® and the GSM logo are registered and owned by the GSM Association



[bookmark: tableOfContents]
Contents
Foreword	5
1	Scope	7
2	References	7
3	Definitions of terms, symbols and abbreviations	7
3.1	Terms	7
3.2	Symbols	8
3.3	Abbreviations	8
4	Key issues	8
4.1	Key issue #1: Usage of satellite access characteristics for the application enablement	8
4.1.1	Description	8
4.1.2	Open issues	8
4.2	Key issue #2: Edge computing on satellite	9
4.2.1	Description	9
4.2.2	Open issues	9
4.3	Key issue #3: Satellite access with discontinuous coverage	9
4.3.1	Description	9
4.3.2	Open issues	10
4.4	Key issue #4: Satellite access support for MC services	11
4.4.1	Description	11
4.4.2	Open issues	11
4.5	Key issue #5: Edge on board NGSO Satellite	11
4.5.1	Description	11
4.5.2	Open issues	11
5	Architecture requirements	12
5.1	General architecture requirements	12
5.x	<Mission Critical service x> architecture requirements	12
5.y	<Application Enabler y> architecture requirements	12
6	Architecture for satellite access enabled 3GPP services and application enablers	12
6.x	Option#x: <Mission Critical service x>	12
6.x.1	Application architecture	12
6.x.2	Functional Elements	12
6.x.3	Reference Points	12
6.y	Option#x: <Application Enabler y>	12
6.y.1	Application enablement architecture	12
6.y.2	Functional Elements	12
6.y.3	Reference Points	12
7	Solutions	13
7.0	Mapping of solutions to key issues	13
7.1	Solutions for Mission Critical	13
7.1.x	Solution #x: <title>	13
7.1.x.1	Solution description	13
7.1.x.2	Architecture Impacts	13
7.1.x.4	Solution evaluation	13
7.2	Solutions for Application Enablers	13
7.2.1	Solution #1: Satellite edge computing 	13
7.2.1.1	Solution description	13
7.2.1.1.1	General	13
7.2.1.2	Architecture Impacts	14
7.2.1.3	Corresponding APIs	14
7.2.1.4	Solution evaluation	15
8	Deployment scenarios	15
8.1	General	15
8.x	Deployment model #x: <Title>	15
9	Business Relationships	15
10	Overall evaluation	15
10.1	Architecture evaluations for Mission Critical	15
10.2	Key issue evaluations for Mission Critical	15
10.3	Architecture evaluations for Application Enablers	15
10.4	Key issue evaluations for Application Enablers	15
11	Conclusions	15
11.1	General conclusions	15
11.2	Conclusions for Mission Critical	16
11.2.x	Conclusions of key issue #x	16
11.3	Conclusions for Application Enablers	16
11.3.y	Conclusions of key issue #y	16
Annex A (informative): Change history	17

[bookmark: foreword][bookmark: _Toc160708027]
Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: scope][bookmark: _Toc160708028]
1	Scope
The present document is a technical report capturing the study on application enablement for Satellite access enabled 5G Services over 3GPP networks. The aspects of the study include identifying architecture requirements, supporting architecture for satellite access enabled 3GPP services and application enablers (either by defining new functional model or by enhancing existing functional model), and corresponding solutions. 
The study is based on the requirements as defined in 3GPP TS 22.261 [r22261] and related use cases (for e.g. in 3GPP TR 22.822 [r22822] and 3GPP TR 22.865 [r22865]). The study is dependent on 3GPP TS 23.501 [r23501] (5GC architecture for satellite access for NR), 3GPP TS 23.502 [r23502] (procedures for NR satellite access), 3GPP TS 23.503 [r23503] (PCF for Satellite backhaul), 3GPP TS 23.401 [r23401] (EPC architecture for satellite access for IoT), 3GPP TS 23.682 [r23682] (EPC architecture enhancements to facilitate communications with packet data networks and applications).
[bookmark: references][bookmark: _Toc160708029]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 22.261: "Service requirements for the 5G system; Stage 1".
[3]	3GPP TR 22.822: "Study on using satellite access in 5G; Stage 1". 
[4]	3GPP TR 22.865: "Study on satellite access - Phase 3". 
[5]	3GPP TS 23.501: "System Architecture for the 5G System; Stage 2". 
[6]	3GPP TS 23.502: "Procedures for the 5G system, Stage 2". 
[7]	3GPP TS 23.503: "Policy and Charging Control Framework for the 5G System". 
[8]	3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access". 
[9]	3GPP TS 23.682: "Architecture enhancements to facilitate communications with packet data networks and applications"
[10]	3GPP TS 23.558: "Architecture for enabling Edge Applications"

[bookmark: definitions][bookmark: _Toc160708030]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc160708031]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc160708032]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc160708033][bookmark: _Hlk83975617]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
<ABBREVIATION>	<Expansion>


[bookmark: clause4][bookmark: _Toc160708034]4	Key issues
[bookmark: _Toc160708035]4.1	Key issue #1: Usage of satellite access characteristics for the application enablement
[bookmark: _Toc160708036]4.1.1	Description
3GPP SA1 has specified the service requirements for 5G for satellite access in TS 22.261[22.261] which including supporting 5G system with satellite access, suitable QoS parameters for traffic over a satellite backhaul, etc. And 3GPP SA2 has also specified the architecture and solutions in Rel-17 and Rel-18 to support these services requirements identified in SA1.
Service enablers defined by SA6 should also considering to take advantage of the output from SA1 and SA2 to ensure that application enablers support the satellite access, and should utilize the satellite access characteristics (e.g. QoS parameters for traffic over a satellite access) to optimise application layer enablement behaviour to provide a better service experience.
To support the satellite access in application enablers, the following aspects need to be studied:

-    Whether and how to use the satellite access characteristics (e.g., QoS parameters for traffic over a satellite access) to optimise the application enablement behaviour for the existing application enablers.

[bookmark: _Toc160708037]4.1.2	Open issues
Editor's Note:	This clause will provide the list of open issue(s).
To support the satellite access in application enablers, the following aspects need to be studied:
-	What are the satellite access characteristics that can be utilized by the application enablers?
-	Whether and how to use the satellite access characteristics (e.g., QoS parameters for traffic over a satellite access) to optimise the application enablement behaviour for the existing application enablers.

[bookmark: _Toc160708038]4.2	Key issue #2: Edge computing on satellite 
[bookmark: _Toc160708039]4.2.1	Description
UPF and Edge in the backhaul part of a 5GS (i.e. on board a GEO satellite) facilitates reduction of latency and faster service provisioning to end users. TS 23.558 (SA6) defines Architectures for enabling Edge applications including the procedures for EAS discovery. Although TS 23.558 specification is created to cover the most generic EDGEAPP cases– it would be beneficial to study whether the placement of Edge on board satellite requires some enhancements of application enablers. The motivation for this is to explore whether EDGEAPP enhancements could reduce latency in cases when Edge has been placed on board GEO satellite. Besides, the interest is to investigate whether EDGEAPP enhancements could reduce data load in the feeder link (the link between 5GC on the ground and GEO satellites).
NOTE:	 The focus of this Key Issue is limited to aspects of EDGEAPP in TS23.558.

[bookmark: _Toc160708040]4.2.2	Open issues
Deployment of Edge computing on board GEO satellites might impact the latency of application control and data information exchange. To assess the impacts of using Edge on board GEO satellites it would be benefitial to study the following aspects with the aim to reduce latency and data exchange over satellite feeder link:
1)	Investigate different deployment options for EDGEAPP when EASs are deployed on board GEO satellites? 
2)	When/how could EAS discovery by the EEC in EDGEAPP be optimized?
[bookmark: _Toc148430533][bookmark: _Toc160708041]4.3	Key issue #3: Satellite access with discontinuous coverage
[bookmark: _Toc160708042]4.3.1	Description
In a network with satellite access, a UE may experience a situation of discontinuous coverage, due to e.g., a sparse NGSO satellite constellation deployment. An illustration of a discontinuous coverage pattern for a given UE location and a single example LEO satellite at a nominal 600 km altitude is represented in Figure 4.x.2-1 (reproduced from R2-2107453). The figure shows the flyovers where the satellite passes above 30 degrees elevation as seen from the UE location. The rise time of the satellite is plotted on the x axis against the visibility duration on the y axis. The results do not consider link budget aspects, only geometrical visibility above the given elevation angle. In the provided example, the satellite is visible from the UE location twice on most days, and occasionally three times, and the interval between passes varies between ~9 to 13.3 hours, with a mean of 11.9 hours. The median duration of the visibility window lasts around 220 seconds (3.6 minutes), with 90% of flyovers longer than 110 seconds.
This sort of discontinuous coverage pattern between the UE and a satellite can be predicted ahead of time for periods of days or even a few weeks with good accuracy (e.g. time errors of a few tens of seconds in estimating the starting time of the satellite pass when considering prediction windows of up to a few tens of days) by means of orbit propagation models and satellite ephemeris information (see R2-2206115 for prediction estimation errors using TLE and SGP4 propagator).


Figure 4.3.1-1: Flyovers and duration of visibility (≥ 30 degrees elevation) for a single LEO-600 km satellite (source: R2-2107453)
From a network perspective, support to cope with the discontinuous coverage nature of the service link in sparse constellations has been specified in Rel-17 and Rel-18. This support includes optional enhancements within the radio access network (e.g., satellite ephemeris parameters are broadcast in SIBs for satellite pass predictions for IoT NTN access) and within the core network (e.g., mobility management and power saving optimization, coverage availability information provisioning, paging, overload control). Coverage availability information provisioning to the UE and to the MME/AF entities have been also been idenfified, though no specific protocol or format have been defined in the specifications. All these enhancements help the UE and the network to gracefully operate under a discontinuous coverage pattern. 
However, regardless of these enhancements at the network level, the discontinuous coverage nature of the service link results into an intermittent connectivity pattern between the UE and the Application Server (AS)/Application Function (AF) that has also a direct impact on the behaviour of the application. 
Supplying information on the discontinuous coverage pattern or related services to the application layer will help applications to design themselves for handling discontinuity accordingly. For instance, if the discontinuous /intermittent connectivity pattern can be predicted in advance and exposed to the application layer in the network side, the application layer could use this information to properly schedule data transfers between the UE and the AS/AF (e.g. some information flows can be given precedence during short connectivity intervals, bulky data exchanges can be deferred and planned during longer connectivity intervals, notifications on expected data delivery times can be provided, etc.). 
Once the discontinuous coverage patterns provided by different satellite operators are retrieved by an application enabler on the network side, specific information exposure policies can be enforced. For example, a certain vertical application may be allowed to access such discontinuous coverage patterns in specific times of the day and under specific circumstances, for example when the UE is located in a certain geographical area. 
It is therefore necessary to study if some support to handle discontinuous coverage at application layer should be introduced in existing or a new application enabler. 
[bookmark: _Toc160708043]4.3.2	Open issues
To support the discontinuous satellite coverage in application enabler, the following aspects need to be studied:
-	Whether and how the information on discontinuous satellite coverage needs to be exposed to the application layer (e.g. semantics, service-based interfaces, etc.) on the AS/AF side.
-	Whether and how the application enabler enforces policies (e.g., based on the time of the day, the UE location, etc.) on the discontinuous coverage information exposure towards the vertical applications.

[bookmark: _Toc160708044][bookmark: _Toc148550500]4.4	Key issue #4: Satellite access support for MC services
[bookmark: _Toc160708045]4.4.1	Description
To ensure reliable MC services with larger coverage area, MC systems can benefit from satellite access, especially when the connectivity provided by the terrestrial networks faces limitations, e.g., bad coverage at remote areas. Hence, MC service UEs can be able to connect to MC system via satellite access to ensure service continuity. 
There are different satellite systems, based on altitude, roundtrip time and coverage such as; Low Earth Orbit (LEO), Medium Earth Orbit (MEO), and Geostationary Equatorial Orbit (GEO). Among these different systems, LEO offers low latency, and large area capacity density. 
In this study, it is worth understanding the deployment scenarios to utilize satellite access for MC services, and understanding how the MC KPIs (e.g., latency requirement) can be met when MC service users are connecting to the MC system via satellite access. 
Location reporting aspects for MC service clients is to be considered and understand whether location reports provided by MC service users over satellite access may or may not be different from MC service users over terrestrial access. 
[bookmark: _Toc160708046]4.4.2	Open issues
There are several aspects that need to be considered and studied to support satellite access for MC services, including but not limited to:
1.	Identify the different deployment scenarios for MC services using satellite access to result in a better MC service user experience.
[bookmark: _Toc160708047]4.5	Key issue #5: Edge on board NGSO Satellite
[bookmark: _Toc160708048]4.5.1	Description
NGSO satellites are satellites moving with respect to the earth surface and they can be deployed in MEO (8,000 km – 20,000 km ) or LEO (400 km – 2000 km) orbits. This will reduce the one way latency. To utilize these reduced latencies UPFs as well as gNBs can be deployed on the NGSO.
[bookmark: _Toc160708049]4.5.2	Open issues
This key issue studies how to deploy EAS(s) and EES(s) on NGSO satellite and whether and how the corresponding discovery, service provisioning and service continuity are impacted.​
-	How the EES(s) are placed on board the Satellite.  
-	How the EAS(s) are placed on board the Satellite.
-	Whether and how the discovery and the service provisioning are impacted.​
-	Whether and how the service continuity procedures are impacted while the UE is only connected with NTN.
[bookmark: _Toc160708050]5	Architecture requirements
[bookmark: _Toc160708051]5.1	General architecture requirements
Editor's Note:	This clause will describe general architectural requirements.
[bookmark: _Toc160708052]5.x	<Mission Critical service x> architecture requirements
[bookmark: _Hlk95122399]Editor's Note:	This clause will describe the architectural requirements for Mission Critical service.
[bookmark: _Toc160708053][bookmark: _Toc25612630][bookmark: _Toc25613333][bookmark: _Toc25613597][bookmark: _Toc27647554]5.y	<Application Enabler y> architecture requirements
Editor's Note:	This clause will describe the architectural requirements for Application Enablers.
[bookmark: _Toc160708054]6	Architecture for satellite access enabled 3GPP services and application enablers
[bookmark: _Toc160708055]6.x	Option#x: <Mission Critical service x>
[bookmark: _Toc14352758][bookmark: _Toc19026785][bookmark: _Toc19034186][bookmark: _Toc19036376][bookmark: _Toc19037374][bookmark: _Toc25612632][bookmark: _Toc25613335][bookmark: _Toc25613599][bookmark: _Toc27647556][bookmark: _Toc160708056]6.x.1	Application architecture
Editor's Note:	This clause will illustrate the high level architecture and possible architecture enhancements for supporting Satellite access enabled Mission Critical services.
[bookmark: _Toc160708057]6.x.2	Functional Elements
Editor's Note:	The functional elements corresponding to the architecture will be presented in this clause.
[bookmark: _Toc160708058]6.x.3	Reference Points
Editor's Note:	The reference points corresponding to the architecture will be presented in this clause.
[bookmark: _Toc160708059]6.y	Option#x: <Application Enabler y>
[bookmark: _Toc160708060]6.y.1	Application enablement architecture
Editor's Note:	This clause will illustrate the high level architecture and possible architecture enhancements for supporting Satellite access enabled 3GPP Services.
[bookmark: _Toc160708061]6.y.2	Functional Elements
Editor’s Note:	The functional elements corresponding to the architecture will be presented in this clause.
[bookmark: _Toc160708062]6.y.3	Reference Points
Editor’s Note:	The reference points corresponding to the architecture will be presented in this clause.

[bookmark: _Toc160708063]7	Solutions
[bookmark: _Toc160708064][bookmark: _Toc464463365][bookmark: _Toc475064959][bookmark: _Toc478400630][bookmark: _Toc7485785][bookmark: _Toc78314759]7.0	Mapping of solutions to key issues
Table 7.0-1 Mapping of solutions to key issues
	
	KI #1
	KI #2
	KI #3
	KI #4

	Mission Critical Services

	Sol #MC1
	
	
	
	

	Sol #MC2
	
	
	
	

	Application Enablers

	Sol #AE1
	
	
	
	

	Sol #AE2
	
	
	
	


[bookmark: _Toc160708065]7.1	Solutions for Mission Critical
[bookmark: _Toc160708066]7.1.x	Solution #x: <title>
Editor's Note:	Provide a suitable title for the solution.
[bookmark: _Toc160708067]7.1.x.1	Solution description
Editor's Note:	This clause will describe the solution. Each solution should clearly describe which of the key issues it covers and how.
This solution maps to KI# a [and KI# b]. This solution …
[bookmark: _Toc160708068]7.1.x.2	Architecture Impacts
Editor's note:	This clause provides the architecture impacts (if any) of the solution and possible new SA6 capabilities and interfaces.
[bookmark: _Toc160708069]7.1.x.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc160708070]7.2	Solutions for Application Enablers
[bookmark: _Toc160708071]7.2.1x	Solution #1x: Satellite edge computing <title>
[bookmark: _Toc464463366]Editor's Note:	Provide a suitable title for the solution.
[bookmark: _Toc475064960][bookmark: _Toc478400631][bookmark: _Toc7485786][bookmark: _Toc78314760][bookmark: _Toc160708072]7.2.1x.1	Solution description
Editor's Note:	This clause will describe the solution. Each solution should clearly describe which of the key issues it covers and how.
This solution maps to KI# a [and KI# b]. This solution …
[bookmark: _Toc160708073]7.2.1.1.1	General



Figure 7.2.1.1-1: satellite EDN deployment
In this deployment option, ECS is deployed on ground. The UE can be on the ground/sea or in the air (e.g. drone). The  UPF to access satellite EDN is deployed on satellite, EAS and EES are deployed in one or more satellites. RAN (e.g. gNodeB) can either be deployed on ground/sea (e.g. in a ship) and connected to satellite UPF or be deployed on regenerative satellite (see Annex A and key issue #1 in 3GPP TR 23.700-29 [TR2370029]). The 5GS control plane functions (e.g. AMF, SMF) are deployed on the ground, which is not depicted in the figure for simplicity. EASs and their registered EES are deployed on one or more satellites which constitutes an EDN and these satellites’ coverage areas may correspond to an EDN service area. UPF can be deployed on ground to access the ECS, the EEC (in UE) can reach the ECS by EDGE-4 (on ground or via space).
If there are multiple EESs in a satellite EDN, EEC may trigger EAS discovery towards each EES which increases delay due to EDGE-1 interactions. It is recommended to deploy a single EES per EDN to reduce complexity in satellite.
NOTE:	The UPF and RAN deployment are described above for the sake of clarity which is related to EDN on-board satellite (e.g. EDGE-4 path), see also TS 23.501 [23501] clause 5.43.2 and TR 23.700-29 [TR2370029]).
During initial service discovery, the EEC (in UE) contacts the ECS via EDGE-4 (on ground or via space) to find an appropriate EES, then an appropriate EAS instance is selected during EAS discovery via EDGE-1 interaction. Finally, AC (in UE) communicates with the selected EAS.
Editor's Note:	Other deployment options and associated latency aspects are FFS.

[bookmark: _Toc160708074]7.2.1x.2	Architecture Impacts
Editor's note:	This clause provides the architecture impacts (if any) of the solution and possible new SA6 capabilities and interfaces.
[bookmark: _Toc160708075]7.2.1x.3	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc532993748][bookmark: _Toc78314761][bookmark: _Toc160708076]7.2.1x.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc82472215][bookmark: _Toc82473760][bookmark: _Toc82473822][bookmark: _Toc160708077]8	Deployment scenarios
[bookmark: _Toc160708078][bookmark: _Toc82472216][bookmark: _Toc82473761][bookmark: _Toc82473823]8.1	General
Editor's Note:	This clause will provide a general description of the deployment scenarios.
[bookmark: _Toc160708079]8.x	Deployment model #x: <Title>
Editor's Note:	Provide a description of the deployment scenarios including applicability to Mission Critical or Application Enablers.
[bookmark: _Toc160708080]9	Business Relationships
Editor's Note:	Provide a description of the involved business relationships including applicability to Mission Critical or Application Enablers.
[bookmark: _Toc464463369][bookmark: _Toc475064963][bookmark: _Toc478400633][bookmark: _Toc83813088][bookmark: _Toc160708081]10	Overall evaluation
[bookmark: _Toc365058][bookmark: _Toc82472220][bookmark: _Toc82473765][bookmark: _Toc122613005][bookmark: _Toc160708082]10.1	Architecture evaluations for Mission Critical
Editor's Note:	This clause will provide evaluation of different architectures for Mission Critical.
[bookmark: _Toc160708083]10.2	Key issue evaluations for Mission Critical
Editor's Note:	This clause will provide evaluation of different solutions for Mission Critical.
[bookmark: _Toc160708084]10.3	Architecture evaluations for Application Enablers
Editor's Note:	This clause will provide evaluation of different architectures for Application Enablers.
[bookmark: _Toc160708085]10.4	Key issue evaluations for Application Enablers
Editor's Note:	This clause will provide evaluation of different solutions for Application Enablers.

[bookmark: _Toc464463370][bookmark: _Toc475064964][bookmark: _Toc478400634][bookmark: _Toc83813089][bookmark: _Toc160708086]11	Conclusions
[bookmark: _Toc532994046][bookmark: _Toc78314764][bookmark: _Toc160708087]11.1	General conclusions
[bookmark: _Toc532994047]Editor's note:	This clause will provide general conclusions for the study.
[bookmark: _Toc160708088][bookmark: _Toc78314765]11.2	Conclusions for Mission Critical
[bookmark: _Toc160708089]11.2.x	Conclusions of key issue #x
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