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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope


This document specifies the functional architecture and information flows needed to support mission critical communication services.

Mission critical communication services are services that require preferential handling compared to normal telecommunication services, e.g. in support of police or fire brigade.

The MCPTT service can be used for public safety applications and also for general commercial applications (e.g., utility companies and railways).

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 22.179: "Mission Critical Push to Talk MCPTT".
[3]
3GPP TS 23.002: "Network Architecture".
[4]
3GPP TS 23.203: "Policy and charging control architecture".

[5]
3GPP TS 23.228: "IP Multimedia Subsystem (IMS)".

[6]
3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access".
[7]
3GPP TS 23.468: "Group Communication System Enablers for LTE (GCSE_LTE)".

3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Floor control: An arbitration system in an MCPTT Service that determines who has the authority to transmit (talk) at a point in time during an MCPTT call.

Group Affiliation: A mechanism by which an MCPTT user’s interest in one or many MCPTT groups is determined. The affiliation procedure is performed by the MCPTT user (explicitly), MCPTT UE (implicitly) or MCPTT service (implicitly. e.g. emergency, re-grouping, etc.).
Group Call: A mechanism by which an MCPTT user can make a one-to-many MCPTT transmission to other users that are members of MCPTT Group(s).

MCPTT Service: A Push To Talk communication service supporting applications for Mission Critical Organizations and mission critical applications for other businesses and organizations (e.g., utilities, railways) with fast setup times, high availability, reliability and priority handling.
MCPTT system: The collection of applications, services, and enabling capabilities required to provide Mission Critical Push To Talk for a Mission Critical Organization.

Mission Critical Push To Talk: A group communication service with fast setup times, ability to handle large groups, strong security and priority handling.

Off-Network MCPTT Service: The collection of functions and capabilities required to provide MCPTT using ProSe Discovery and the ProSe Communication path for MCPTT Users using Public Safety ProSe-enabled UEs as a direct communication between UEs using E-UTRA or possibly via a ProSe UE-to-UE Relay.

On-Network MCPTT Service: The collection of functions and capabilities required to provide MCPTT via EPS bearers using E-UTRAN to provide the last hop radio bearers.

Partner MCPTT system: Allied MCPTT system that provides MCPTT services to an MCPTT user based on the MCPTT user profile that is defined in the primary MCPTT system of that MCPTT user.
Primary MCPTT system: MCPTT system where the MCPTT user profile of an MCPTT user is defined.
Private Call: A call between a pair of MCPTT Users using the MCPTT Service with or without MCPTT Floor control.
UE-to-Network Relay MCPTT Service: The collection of functions and capabilities required to provide MCPTT via a ProSe UE-to-Network Relay using ProSe direct communication paths to provide the last hop radio bearer(s).

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

MCPTT
Mission Critical Push To Talk
MCPTT AS
MCPTT Application Server

OMA
Open Mobile Alliance

PCPS
Push to Communicate for Public Safety
PTT
Push To Talk

4
Introduction
5
Assumptions and architectural requirements
Editor’s note:
This clause will define the assumptions and the architectural requirements based on the stage 1 requirements as defined in 3GPP TS 22.179 [2].

5.1
Assumptions

Editor’s note:
This clause will define the underlying assumptions of the work.

5.1.1
Service continuity

For group calls, service continuity feature shall only be supported between MCPTT on-network service and MCPTT UE-to-network relay service.

For private calls, service continuity feature shall only be supported:

-
between MCPTT on-network service and MCPTT UE-to-network relay service;

-
between MCPTT on-network service and MCPTT off-network service; and

-
between MCPTT on-network service and MCPTT off-network with UE-to-UE relay service.

Editor’s note:
whether application layer mechanisms are required for service continuity needs to be assessed based on SA2 progress on service continuity at ProSe layer, for Rel-13.

The MCPTT UE, prior to going out of E-UTRAN coverage, should attempt to make use of a ProSe UE-to-network relay in order to support the service continuity. 

5.2
Architectural requirements

Editor’s note:
This clause will define the architectural requirements based on the normative Stage 1 requirements defined in 3GPP TS 22.179 [2].

5.2.1
General architectural requirements

General MCPTT architectural requirements include:

a)
To develop economies of scale, it will be useful if network operators can reuse the MCPTT architecture for non-public safety customers that require similar functionality. These operators may want to integrate many components of the MCPTT solution with their existing network architecture.


Hence a functional decomposition of MCPTT into a small number of distinct logical functions is required.

b)
The architecture should enable an Application Signalling and Media Plane split for the provision of the MCPTT service.

c)
To enable parts of the MCPTT solution to be reused for other applications, the architecture should enable the Group Management functions (e.g. admission control; linking of groups; etc) to be implemented on a separate node from the main PTT functions (e.g. ‘call’ setup/termination; allocation of TMGI to UE; floor control; etc).

d)
There is a need to promptly form (and release) groups of users that span multiple Public Safety Network Administrations. To enable this, the architecture should provide the relevant Public Safety Network – Public Safety Network interfaces.

5.2.2
Roaming requirements

The MCPTT application can provide PTT service to users in various PLMNs.

When a UE (being a MCPTT application subscriber in one PLMN) moves to a region served by a PLMN associated to the jurisdiction of another organisation offering MCPTT service in this PLMN and which has operational agreement with the MCPTT AS operator in the home network, this UE can get MCPTT service from this (local PLMN) MCPTT application server. The UE is provided access to group communication resources under the control of both MCPTT applications. 

Priorities are managed according to the policy of the local public safety authority.

Editor’s note:
The above sentence should be moved to a new clause dealing with priorities.
5.2.3
Media routing requirements

The voice media flow for an individual call shall be routed according to one of the following two options:

Option 1.

Through the Home MCPTT application, i.e. the MCPTT application controlled by the Home organisation if both parties in the call belong to the same organisation.

Through the both Home MCPTT application of each party, if the parties in the call do not belong to the same organisation.

Option 2.

The voice media flow may be routed locally, under the control of the Home MCPTT applications, through an entity allowing the duplication of the media flow to the Home MCPTT application(s).

The voice media flow for a group call shall be routed to the Group Home MCPTT application, i.e. the application controlled by the organisation controlling the corresponding group.

The routing of media flow shall be end-to-end from transmitter to receiver(s), except for the PTT control function.

Editor’s note:
It is FFS (SA4) which information used for QoS management.

5.2.4
Requirements for user identity management

To allow for confidentiality of user identities in various cases of business relationship as defined in clause 6, the MCPTT application may provide public user identities to the MCPTT UE, to be used by MCPTT UE for MCPTT services.

The MCPTT application providing the identities may be the primary MCPTT application or a (visited) partner MCPTT application under control of the primary MCPTT application.

This provision is subject to preliminary authentication of the MCPTT user.

5.2.5
Group affiliation

Group affiliation can be achieved through the following procedures:

a.
Explicit Affiliation: An MCPTT user provides interest in one or many MCPTT groups using the MCPTT UE. An MCPTT authorized user may remotely modify another MCPTT user’s affiliation to a MCPTT group.

b.
Implicit Affiliation: MCPTT user’s affiliations to MCPTT groups are determined through configurations and policies at the MCPTT UE or MCPTT service and performed implicitly by the associated MCPTT UE or MCPTT service. 

The following procedures shall be enabled by the MCPTT service for the MCPTT users affiliated to the MCPTT groups.

-
MCPTT users receive notifications for group call setup and invitation for their affiliated group. 

-
MCPTT users can select amongst their affiliated group a Selected MCPTT group for media transmission. Thus, allowing the MCPTT user to initiate a new group call.

-
MCPTT users receive media and events from their affiliated group.

Editor’s note:
There may be more affiliation requirements for different types of group calls, this aspect is FFS.

Editor’s note:
The definitions for group call setup and invitation are FFS.

5.2.6
Group call requirements

The MCPTT service shall support the chat group (restricted) call model for MCPTT group call.

The MCPTT service shall support the pre-arranged group call model for MCPTT group call.

Editor’s note:
Additional text with a description of these group call models will be added to this section in a future contribution. As a reference to these two group call models please see OMA PCPS specification [OMA-PCPS-TS-System-Description_V1.0].

Editor’s note:
It is FFS whether enhancements to these group call models may be necessary for MCPTT group call.

Editor’s note:
Consideration of additional group call models for MCPTT service is FFS.
6
Involved business relationships
Based on the information in subclause 5.2.1 and subclause 5.2.2, figure 6-1 shows the business relationships that exist and that are needed to support a single MCPTT user. 
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Figure 6-1: Business relationships for MCPTT

Editor's note:
 There is a need to describe whether multiple MCPTT users all within the same group are constrained to use the same Home PLMN.

The MCPTT service provider and the home network operator could be part of the same organisation, in which case the business relationship between the two is internal to a single organisation.

Where mutual aid operates between between MCPTT service providers, figure 6-2 shows the required additional relationship. An MCPTT user can only affiliate to groups of the partner MCPTT service provider:

-
if such a service provider agreement exists; or

-
subject to authorisation for a specific group membership from the partner MCPTT service provider.
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Figure 6-2: Additional business relationships for mutual aid

An example of the usage of these business relationships is elaborated for two users, one resident on its home MCPTT service provider and one providing mutual aid within the same group.

User A is a user on MCPTT X in group M. The relationships are as follows:

a)
user A has user configuration established with MCPTT X and forms part of group M;

b)
user A has a subscription arrangement with network operator R; and

c)
MCPTT X has a service arrangement with network operator R.

User B is a user on MCPTT Y and joins group M as part of a mutual aid:

a)
user B has user configuration established with MCPTT Y and forms part of of its own set of groups relating to MCPTT Y;

b)
user B has a subscription arrangement with network operator S;

c)
MCPTT Y has a service arrangement with network operator S;

d)
MCPTT Y has a service provider agreement with MCPTT X that allows user B to participate within group M; and

e)
network operator S has a roaming agreement with network operator R allowing user B to roam to network operator R.

NOTE:
There is no requirement that the network operator that user B roams to is the same network operator that MCPTT X has a service arrangement with. It does however need to support MCPTT capabilities, and provide service in the same geographic area as used by MCPTT X.
7
Functional model


Editor’s note:
This clause is intended to consist of the overall functional model diagram, a description of each of the functional entities, and a description of the functional entity relationships.

NOTE:
Terminology such as client and server are not meant to imply specific physical implementation of a functional entity.

7.1
Introduction


The functional model for the support of MCPTT is defined as a series of planes to allow for the breakdown of the architectural description.

Editor's note:
Terminology for "plane" needs to be further discussed. "High level functions" has also been proposed.

Further, each plane is expected to operate in an independent manner, providing services to the connected planes as and when requested by the connected plane, and requesting services from other planes as required.

As a consequence of this each plane should manage on its own behalf:

a)
use of identities. Each plane is therefore responsible for the privacy of that plane's own identities; and

b)
security for that plane. This does not preclude a plane requesting security services from another plane, but that is a decision made within the plane, as to whether to use offered security services or mechanisms within the plane itself.

Editor's note:
Whether this applies to every plane needs to be evaluated and described later.

Editor's note:
A figure showing a complete functional model is given here.

7.2
Description of the planes



The following planes are identified:

Editor's note:
The list below is to be aligned with the detailed description in clause 8. Not necessarily complete at the moment and planes might be combined.

a)
application plane. The application plane provides all the services required by the user. It uses the services of the signalling control plane and the media plane to support those requirements;

Editor's note:
It is for further study whether resource control via Rx is possible / needed from the application plane.

b)
signalling control plane. The signalling control plane provides the necessary signalling support to establish the association of users involved in a MCPTT call or other type of call and other services. The signalling control plane also offers access to and control of services applicable to calls. The signalling control plane uses the services of the bearer plane;

c)
media plane. The media plane provides for the conferencing of media, floor control of media, transcoding of media, and provision of tones and announcements. It provides services to both the application plane directly, and to the signalling control plane. The media plane also consists of the media gateways needed to support the media. It uses the services of the bearer plane. The media plane is established by the signalling control plane; and

Editor's note:
The presence of floor control in this plane, or in another plane, is for further discussion.

d)
bearer plane. This plane provides the bearers, via resource control as defined within 3GPP TS 23.203 [4], needed to support the media plane, and the signalling control plane. The bearer plane is defined for LTE within 3GPP TS 23.401 [6].
Editor's note:
Whether bearer resource control and bearers should be separated is for further study.

Editor's note:
Additional words may be needed to cover multicast bearers.
7.3
Functional model description
Editor’s note:
This clause is intended to consist of the overall functional model diagram.







7.4
Functional entities description
Editor’s note:
This subclause is a placeholder for the list of functional entities and their description.

Editor's note:
In 3GPP TR 23.779 subclause 5.3.1, a relay functional entity of some form is required. At which plane in the description below is it provided? It would appear to be at the bearer plane, in which case no functionality in the MCPTT functional model is required, merely a description of its use.

Editor’s note:
A functional entity representing a specific instantiation of the GCS AS described in 3GPP TS 23.468 [7] to control multicast and unicast operations for group communications needs to be defined. The plane where that functional entity resides is FFS.

7.4.1
Introduction

Each subclause is a description of a functional entity and does not imply a physical entity. 

7.4.2
Application plane

7.4.2.1
Common services core

7.4.2.1.1
Configuration management client

Editor's note:
FFS.

7.4.2.1.2
Configuration management server

Editor's note:
FFS.

7.4.2.1.3
Group management client

7.4.2.1.4
Group management server

The group management server functional entity provides for management of groups supported within the MCPTT service provider.

All the group management clients supporting users belonging to a single group are required to use the same group management server for that group. A group management client supporting a user involved in multiple groups can have relationships with multiple group management servers.

7.4.2.1.5
Identity management server

The identity management server is a functional entity that is capable of authenticating the MCPTT user.

The identity management server functional entity may reside in the same domain as the user’s MCPTT server.

7.4.2.1.6
Identity management client

This functional entity acts as the application user agent for MCPTT user identity transactions. 

Editor's note:
It is FFS whether this functional entity may be combined with some other user agents such as group management client and configuration management client.

7.4.2.2
MCPTT application service

7.4.2.2.1
MCPTT client

This functional entity acts as the user agent for all MCPTT application transactions. It also supports location reporting, presence, and status reporting.

Editor's note:
In the allocation of functional entities, this functional entity is allocated to the user's device. The Signalling user agent functional entity and floor participant functional entity are collocated with this functional entity, which is for further study.

7.4.2.2.2
MCPTT server

The MCPTT server functional entity provides centralised support for MCPTT services.

All the MCPTT clients supporting users belonging to a single group are required to use the same MCPTT server for that group. An MCPTT client supporting a user involved in multiple groups can have relationships with multiple MCPTT servers.

NOTE:
Possible requirements for handling multiple distinct media on different MCPTT servers is not covered in this version of the document.

7.4.3
Signalling control plane

Editor's note:
It is for further study whether we need functionality equivalent to the IM CN subsystem MGCF in order to provide interworking with non-LTE PTT systems.

Editor's note:
It is for further study whether we need functionality equivalent to the IM CN subsystem MRB in order to provide support for allocation of MRF resources within or between MCPTT systems.

Editor's note:
It is for further study whether we need functionality equivalent to the IM CN subsystem SLF in order to provide support for allocation of database resources within networks.

Editor's note:
It is for further study whether we need functionality equivalent to the IM CN subsystem IBCF (session border controllers) or other routers at the signalling control level.

Editor's note:
Functional entities for a potential multicast signalling protocol are for further study.

7.4.3.1
Signalling user agent

This functional entity acts as the SIP user agent (both client and server) for all SIP transactions.

Editor's note:
In the allocation of functional entities, this functional entity is allocated to the user's device. 

Editor's note:
In the IM CN subsystem, this is equivalent to the UE at the Gm reference point.

7.4.3.2
Local inbound / outbound proxy

The local inbound / outbound proxy functional entity acts as both an inbound proxy and an outbound proxy for all SIP transactions. This functional entity can provide the following functions:

-
NAT traversal

-
Resource control

-
Route/Forward requests and responses to the user agents

-
SIP signalling security

-
Depending on the operator policy, it provides discovery and address resolution, including E.164 numbers.

Editor's note:
Mechanisms for resource control in MCPTT systems require further study.

Editor's note:
In the IM CN subsystem, this is equivalent to the P-CSCF.

7.4.3.3
Registrar finder

The registrar finder functional entity is responsible for: 

-
Identifying the serving registrar / application service selection functional entity. The serving registrar / application service selection functional entity is identified using information provided either by the public network's own subscriber database or the MCPTT service provider's MCPTT user database and potentially using operator internal information, like network topology or Registrar availability.

-
Registrar Finder only in public network operator domain and SIP Core in MCPTT service provider domain: Registrar Finder uses information from public network operator subscriber database to route to the SIP core in MCPTT service provider domain. Further the Registrar Finder in the MCPTT service provider domain uses the information from the MCPTT user database to identify the serving Registrar in MCPTT service provider domain.

-
Registrar Finder and Registrar in public network operator domain: Registrar Finder uses information from public network operator subscriber database to identify the serving Registrar in public network operator domain.

-
Registrar Finder in public network operator domain and Registrar in MCPTT service provider domain: Registrar Finder uses information from public network operator subscriber database to identify the serving Registrar in the MCPTT service provider domain.

NOTE:
The need for the Registrar Finder is deployment specific. E.g. a deployment that has only one Registrar doesn’t need the Registrar Finder and the related SIP Core database information.

Editor’s note:
The deployment models need further consideration.

-
It provides discovery and address resolution, including E.164 numbers.

Editor's note:
Depending on deployment model, this functional entity is allocated either to the home public network or to the home MCPTT network. 

Editor's note:
In the IM CN subsystem, this is equivalent to the I-CSCF.

Editor's note:
For interoperability the reference point between the registrar finder functional entity and the registrar / application service selection functional entity will have conform to the requirements of the Mw reference point.

7.4.3.4
Registrar / application service selection

The registrar / application service selection functional entity provides the following functions:

-
Registrar function (with integral provision of a location server) and also acts as an inbound proxy (with access to the integral location server), and outbound proxy for all SIP transactions where application service selection is required.It registers the user and maintains the association of the location and identity of the user in a location service. It provides notifications of the registration states.

-
It supports authentication for identities provided within SIP signalling. Both the registrar (with integral location server) and authentication functions are supported by access either to the public network's own subscriber database or the MCPTT service provider's MCPTT user database.

-
It can provide the application service selection for all SIP transactions, possibly based on application service selection information stored by either the public network's own subscriber database or the MCPTT service provider's MCPTT user database.

-
It performs SIP signalling security.

Editor's note:
Depending on the deployment model, this functional entity is allocated to the home public network or to the home MCPTT network. 

Editor's note:
In the IM CN subsystem, this is equivalent to the S-CSCF.

Editor's note:
For interoperability the reference point between the registrar / application service selection functional entity and the application functional entity will have conform to the requirements of the ISC reference point.

Editor’s note:
The interworking functions with other systems like PSTN, etc are FFS.
7.4.3.5
Hypertext client

This functional entity acts as the HTTP client for all hypertext transactions.

Editor's note:
In the allocation of functional entities, this functional entity is allocated to the user's device. 

Editor's note:
In the IM CN subsystem, this is equivalent to the UE at the Ut reference point.

7.4.3.6
Hypertext proxy

This functional entity acts as the HTTP proxy for all hypertext transactions.

Editor's note:
In the IM CN subsystem, there is no equivalent functional entity.

7.4.3.7
Hypertext server

This functional entity acts as the HTTP server for all hypertext transactions.

Editor's note:
In the IM CN subsystem, this is equivalent to the AS at the Ut reference point.

Editor's note:
In the allocation of functional entities, this functional entity is allocated to the MCPTT service provider. 

7.4.4
Media plane

7.4.4.1
Floor participant

The floor participant functional entity is responsible for floor requests, and, in off-network operation, for the full functionality of decentralised floor control.

Editor's note:
In the allocation of functional entities, this functional entity is allocated to the user's device. 

7.4.4.2
Floor control server

This functional entity provides support for centralised floor control, for both on-network and off-network operation.

Editor's note:
In the allocation of functional entities, this functional entity is collocated with the MCPTT application in on-network operation and is allocated to the user’s device in off-network operation. 

7.4.4.3
Media resource function controller

7.4.4.4
Media resource function gateway

7.4.5
Bearer plane

7.4.6
Non-plane specific entities

7.4.6.1
Public network operator subscriber database

The subscriber database functional entity acts as the repository for certain subscriber data. For each plane, following data requirements are identified:

-
Signalling Plane: If the public network operator provides the Registrar functions of the SIP Core, it provides the repository for the data related to the functions of the SIP Core, e.g. for data for application service selection, the identity of the serving Registrar or authentication related information. The access to the data is restricted to the SIP Core entities that are specifically serving the subscriber/user whose data are stored. i.e. Registrars and Registrar Finders can access only SIP Core databases when they belong to the same public network operator.

Editor's note:
In the IM CN subsystem, this is equivalent to a subset of the HSS functionality.

7.4.6.2
MCPTT user database

This functional entity provides a database containing details of all user configuration information with the MCPTT service provider. User configuration information is determined by the MCPTT service provider. For each plane, following data requirements are identified:

-
Application Plane: 

-
Signalling Plane: If the public network operator provides the Registrar functions of the SIP Core, it provides the repository for the data related to the functions of the SIP Core, e.g. for data for application service selection, the identity of the serving Registrar or authentication related information. The access to the data is restricted to the SIP Core entities that are specifically serving the subscriber/user whose data are stored. i.e. Registrars and Registrar Finders can access only SIP Core databases when they belong to the same public network operator.

Editor's note:
When provided by the MCPTT service provider, it is for further study whether this may be independent from the functional entity containing details of the MCPTT user database within the MCPTT service provider.

Editor's note:
In the IM CN subsystem, this is equivalent to a subset of the HSS functionality.

Editor's note:
Suitable material for this subclause may be in 3GPP TR 23.779 subclause 5.2.1.1.5.1 and within 3GPP TR 23.779 subclause 5.2.3.1. 

Editor's note:
This functional entity may be split after further study.

7.5
Reference points

Editor’s note:
This subclause contains a list of the reference points, indicating the functional entities that the reference point supports communication between, and a brief description of the purpose of the reference point. As well as appearing in the functional specification, this subclause will also form input to the relevant subclause in 3GPP TS 23.002 [3].

7.5.1
General reference point principle

Any reference point that is exposed for MCPTT interoperability with other IMS core networks or other IMS entities in other systems is compatible with the protocols defined for that reference point in the 3GPP architecture.

7.5.2
Application plane

7.5.2.1
Reference point MCPTT-1 (between the MCPTT client and the MCPTT server)

The MCPTT-1 reference point between the MCPTT client and the MCPTT server for MCPTT application signalling for establishing a session in support of MCPTT shall use the SIP-1 and SIP-2 reference points for transport and routing of signalling.

7.5.2.2
Reference point MCPTT-2 (between MCPTT server and MCPTT user database)

Provides for the MCPTT server to obtain information about a specific user.

7.5.2.3
Reference point CSC-1 (between identity management client and identity management server)

Provides for the mutual authentication between the user equipment and the common servers plane on behalf of applications within the application plane.

7.5.2.4
Reference point CSC-2 (between the group management client and the group management server)

The CSC-2 reference point between the group management client and the group management server for MCPTT application signalling for MCPTT data management of the MCPTT service shall use the HTTP-1 reference point for transport and routing of signalling.

7.5.2.5
Reference point CSC-3 (between MCPTT server and group management server)

Provides for the MCPTT server to obtain information about groups.

7.5.3
Signalling control plane 

7.5.3.1
General

The reference points for the SIP signalling are shown in figure 7.5.3.1-1:
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Figure 7.5.3.1-1: Reference points for the signalling plane between MCPTT client and MCPTT server

7.5.3.2
Reference point SIP-1(between MCPTT UE SIP User Agent Client and the SIP core)

The SIP-1 reference point between the MCPTT UE SIP User Agent Client and the SIP core for establishing a session in support of MCPTT shall use the 3GPP Gm reference point (with necessary enhancements to support MCPTT requirements and profiled to meet the minimum requirements for support of MCPTT). The SIP-1 reference point is used for:

-
SIP registration;

-
authentication and security to the service layer;

-
event subscription and notification;

-
overload control; and

-
session management and media negotiation.

Editor’s note:
Whether session management and media negotiation is defined as part of SIP-1 and/or MCPTT-1 is FFS.

7.5.3.3
Reference point SIP-2 (between the SIP core and the MCPTT server)

The SIP-2 reference point between the SIP core and the MCPTT server for establishing a session in support of MCPTT shall use the 3GPP ISC interface. The SIP-2 reference point is used for:

-
notification to the MCPTT server of SIP registration by the MCPTT UE;

-
authentication and security to the service layer;

-
event subscription and notification; and

-
session management and media negotiation.

7.5.3.4
Reference point SIP-3 (between the SIP core and SIP core)

The SIP-3 reference point between the SIP core and the SIP core for establishing a session in support of MCPTT shall use the 3GPP Mw and ICi reference points. The SIP-3 reference point is used for:

-
event subscription and notification; and

-
session management and media negotiation.

7.5.3.5
Reference point HTTP-1 (between the MCPTT UE HTTP client and the MCPTT server)

The HTTP-1 reference point between the MCPTT UE HTTP client and the MCPTT server for MCPTT data management of the MCPTT service shall use the 3GPP Ut reference point (with necessary enhancements to support MCPTT requirements). The HTTP-1 reference point is:

-
based on HTTP/HTTPS; and

-
provides group management functionality i.e. supports the transport of user profile/configuration information between UE and network.

7.5.4
Media plane

Editor's Note:
The contents of this section are FFS.

7.5.5
Bearer plane

Editor's Note:
The contents of this section are FFS.
8
Identities
Editor's note:
This subclause contains a brief description of any identities used within the functional model.
8.1
Application plane

MCPTT User Identity: It uniquely identifies a MCPTT client and related user profile at MCPTT AS layer. The MCPTT Application, resident on the MCPTT client, establishing a connection, will employ application layer security in its connection to the MCPTT service.

8.2
Signalling control plane

Private User Identity: It uniquely identifies a signalling user agent and related profile at signalling control plane layer. When the signalling user agent sends registration requests to the registrar / application service selection, this identity is used to find corresponding credentials for authentication of the signalling user agent by the registrar / application service selection. This identity full fills the same functions as the private user identity, defined in 3GPP TS 23.228 [5]

Editor’s note:
Definitions of public user identity and GRUU or equivalent will be required to be defined.

8.3
Relationship between identities in different planes

Many MCPTT User Identities can map to a single Private User Identity. Where the precise mapping is not known, a default MCPTT user identity is defined to meet some specific MCPTT service requirement.

Many Private User Identities can map to a single MCPTT User Identity. A UE can be shared between multiple users by assigning a unique MCPTT user identity to the MCPTT client associated to each user, but the UE uses the same private user identity.

8.4
MCPTT group identity

MCPTT group identity: Uniquely identifies an MCPTT group in an MCPTT system. It is used by the MCPTT client to identify the MCPTT group within the MCPTT system.

The MCPTT group identity is used as follows: 

a)
For identifying a set of identities of its group members; and

b)
By the MCPTT client to address the MCPTT group The MCPTT group identity indicates the MCPTT system where the MCPTT group is defined. The MCPTT group identity indicates the MCPTT server within the MCPTT system where the group is defined.

The MCPTT group identity shall be a URI. When used within SIP it can be a SIP URI.
9
Application of functional model to deployments
9.1
Introduction

9.2
Architecture model for on-network operations


9.2.1
On-network architectural model diagram

Figure 9.2.1-1 below is the on-network architectural model for the MCPTT system solution, where the MCPTT system provides MCPTT service via a single PLMN. 
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Figure 9.2.1-1: On-network architectural model

Editor’s note:
The model makes no assumptions about business relationships between MCPTT application operator and EPS operator

The entities within the model are described in the following clauses and a full functional model is given in subclause 9.2.7.

9.2.2
Application services layer

The application services layer includes MCPTT application and any required supporting functions grouped into common services function.

9.2.2.1
Common services core

Common services core is composed of the following functional entities:

-
for common services, a configuration management server as described in subclause 7.4.2.1.2 and a group management server as described in subclause 7.4.2.1.4; and

-
for signalling control, a hypertext proxy as described in subclause 7.4.3.6 and a hypertext server as described in subclause 7.4.3.7.

9.2.2.2
MCPTT application service

MCPTT application service is composed of the following functional entities:

-
an MCPTT server as described in subclause 7.4.2.2.2; and

-
for media, a floor control server as described in subclause 7.4.4.2, a media resource function controller as described in subclause 7.4.4.3 and a media resource function gateway as described in subclause 7.4.4.4.

Editor’s note:
structuring of floor control server is FFS.

9.2.3
SIP core

The SIP core provides rendezvous (contact address binding and URI resolution) and service control (application service selection) functions. It is composed of the following functional entities:

-
for signalling control, a local inbound / outbound proxy as described in subclause 7.4.3.2, a registrar finder as described in subclause 7.4.3.3, a registrar / application service selection entity as described in subclause 7.4.3.4.

9.2.4
EPS

The EPS provides point-to-point and point-to-multipoint bearer services with QoS.

9.2.5
UE 1

UE 1 is:

-
a device supporting bearer services and application(s) related to MCPTT, OR 

-
a device that acts as ProSe UE-to-Network Relay, OR

Editor’s note:
MCPTT functionality in relay is FFS - see R-6-19-002

-
both of the above

When acting as a device supporting bearer services and application(s) related to MCPTT, UE1 is composed of the same functional entities as for UE2, as described in subclause 9.2.6.

9.2.6
UE 2

UE 2 is a device using ProSe UE-to-network relay, and supporting application(s) related to MCPTT. It is composed of the following functional entities:

-
for common services, a group management client as described in subclause 7.4.2.1.3 and a configuration management client as described in subclause 7.4.2.1.1;

-
for MCPTT application services, an MCPTT client as described in subclause 7.4.2.2.1;

-
for signalling control, a signalling user agent as described in subclause 7.4.3.1 and an HTTP client as described in subclause 7.4.3.5; and

-
for media, a floor participant as described in subclause 7.4.4.1.
9.2.7
On-network functional model

Editor’s note:
This subclause is a placeholder for the full functional model for on-network, both with and without UE-to-network relay.
9.3
Architecture model for off-network operations


9.3.1
Off-network architectural model diagram

Figure 9.3.1-1 below is the off-network architectural model for the MCPTT system solution, where no relay function is used. 


[image: image7]
Figure 9.3.1-1: Off-network architectural model where no relay function is used

Figure 9.3.1-2 below is the off-network architectural model for the MCPTT system solution, where a ProSe UE-to-UE relay function is used.
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Figure 9.3.1-2: Off-network architectural model where ProSe UE-to-UE relay function is used

The entities within this model are described in the following clauses and a full functional model is given in subclause 9.3.7.

9.3.2
UE 3

UE3 is a device using ProSe and supporting application(s) related to Off-Network MCPTT service. It is composed of the following functional entities):

-
for MCPTT application services, an MCPTT client as described in subclause 7.4.2.2.1;

-
for signalling control, a signalling user agent as described in subclause 7.4.3.1; and

-
for media, a floor participant as described in subclause 7.4.4.1 and, for centralised floor control, a floor control server as described in subclause 7.4.4.2.
9.3.3
UE 4

UE4 represents one or more devices with the same functionality as UE3.

9.3.4
UE 5

UE 5 is a device using ProSe UE-to-UE relay and supporting application(s) related to Off-Network MCPTT service. It is composed of the same functional entities as for UE3, as described in subclause 9.3.2.

9.3.5
UE 6

UE 6 represents a device acting as a ProSe UE-to-UE relay between UE 5 and UE 7.

UE 6 may support application(s) related to off-network MCPTT service.

When acting as a device supporting application(s) related to MCPTT, UE1 is composed of the same functional entities as for UE3, as described in subclause 9.3.2.

Editor’s note:
It is for future study whether the ProSe relay provides any service specific restrictions.

9.3.6
UE 7

UE 7 represents one or more devices with the same functionality as UE 5.

9.3.7
Off-network functional model

The off-network functional model for the MCPTT system solution, where no relay function is used, is illustrated in figure 9.3.7-1.
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Figure 9.3.7-1: Off-network functional model where no relay function is used

Editor’s note:
The existence of multiple floor control servers is FFS.

The off-network functional model for the MCPTT system solution, where a ProSe UE-to-UE relay function is used, is illustrated in figure 9.3.7-2. 
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Figure 9.3.7-2: Off-network functional model where ProSe UE-to-UE relay function is used

Editor’s note:
The existence of multiple floor control servers is FFS.
9.4
Architecture model for MCPTT roaming

10
Procedures and information flows
Editor’s note:
This clause is a placeholder for a description of MCPTT procedures and detailed information flow diagrams with description of the individual information flows. Some structuring could be useful, such as grouping procedures and flows in main categories such as e.g. group call, private call, floor control… and also splitting between off-network and on-network.

10.1
Registration and user authentication for MCPTT service 

Identity Management Server is the function in the common services core that is responsible for authentication of the MCPTT User. It contains the knowledge and means to do authentication by verifying the primary credentials supplied by the user.

Identity Management Client is the client in the MCPTT UE that interacts with the Identity Management function.
NOTE:
Flow 10.1-1 is a high level user authentication flow. SA3 is responsible for defining the specific security and authentication mechanisms required by the MCPTT service in order to realize the MCPTT user authentication requirements as defined in 3GPP TS 22.179 [2].

The user authentication process shown in flow 10.1-1 may take place in some scenarios as a separate step independently from a SIP registration phase, for example if the SIP server is outside the domain of the MCPTT AS.

A possible flow for this is illustrated in figure 10.1-1 below. Other alternatives are possible, such as authenticating the user within the SIP registration phase.
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Figure 10.1-1: MCPTT user authentication and registration, single domain

1.
In this optional step the MCPTT client begins the user authorization procedure. The MCPTT user supplies the user credentials (eg. Biometrics, secureID, username/password, etc.) for verification with the Identity Management function.

2.
The MCPTT UE establishes a Secure connection to the SIP core for the purpose of SIP level authentication and registration.

3.
The MCPTT UE and MCPTT client complete the SIP level registration with the SIP core (and optionally with the MCPTT Server) to complete the MCPTT service registration. Step 3 may utilize the results of step one depending on the authentication mechanism for the MCPTT User.

10.2
Affiliation to an MCPTT group

10.2.1
Functional description

When an MCPTT client wants to affiliate to an MCPTT group, it shall be subject to authorization.

10.2.2
Procedure

Procedure for affiliation to MCPTT group is described in figure 10.2.2-1.

Pre-conditions:

-
MCPTT client has already been provisioned (statically or dynamically) with the group information, or a pointer to the group information, that the MCPTT client is allowed to be affiliated;

-
MCPTT server may have retrieved the user/group policy e.g. which user(s) are authorized to affiliate to what group(s), priority, and other meta-data;

-
MCPTT client may have indicated to the group management server that it wishes to receive updates of group metadata for groups for which it is authorized (as described in subclause 10.3 Subscription to group metadata); and

-
The MCPTT user triggers the affiliation procedure. This is an explicit affiliation caused by the MCPTT user.
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Figure 10.2.2-1: MCPTT group affiliation procedure

1.
MCPTT client requests the MCPTT server to affiliate to a group or set of groups.

2a.
MCPTT server checks if the group policy is locally cached. If the group policy is not locally cached on the MCPTT server then MCPTT server requests the group policy from the group management server.

2b.
MCPTT server receives the group policy from the group management server.

3.
Based on the group policy, the MCPTT server checks if the MCPTT client is authorised to affiliate to the requested group(s).

4.
If the user of the MCPTT client is authorised to affiliate to the requested group(s) then the MCPTT server stores the affiliation status of the user for the requested group(s).

5.
MCPTT server confirms to the MCPTT client the affiliation (5a) and updates the group management server with the affiliation status of the user for the requested group(s) (5b).

NOTE:
Steps 5a and 5b can occur in any order or in parallel.

10.3
Subscription to MCPTT group metadata

10.3.1
Functional description

The subscription to group metadata procedure is used by the MCPTT UE (i.e. Group management client) to indicate to the Group Management Server that it wishes to receive updates of group metadata for groups for which it is authorized.

10.3.2
Procedure

Procedure for subscription to MCPTT group metadata is described in figure 10.3.2-1.
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Figure 10.3.2-1: Subscription to MCPTT group metadata procedure

1.
MCPTT UE (i.e. group management client) subscribes to the change of group metadata it has been provisioned and for which it is authorized.

2.
Group management server acknowledges the subscription.

3.
Initial content (or subsequent updates) of group metadata is notified to the MCPTT UE.

4.
Notification is acknowledged.

10.4
Group management

10.4.1
Temporary group formation - group regrouping involving multiple MCPTT systems

The information flow in figure 10.4.1-1 below illustrates the group regroup operations to create a temporary group.

Pre-conditions:

1.
The security aspects of sharing the user information between primary and partner MCPTT systems shall be governed as per the service provider agreement between them. In this case, we consider the partner MCPTT system does not share their users’ information to the primary MCPTT system.

2.
The primary MCPTT system consists of the group management server – GMS1 and MCPTT server (primary). The partner MCPTT system consists of the group management server – GMS2 and MCPTT server (partner).

3.
The group management client of the dispatcher/authorized user/UE belongs to the primary MCPTT system.
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Figure 10.4.1-1: Temporary group formation - group regrouping involving multiple MCPTT systems

1.
The group management client of the dispatcher/authorized MCPTT user/UE requests group regroup operation to the group management server - GMS 1 (which is the group management server of the dispatcher/authorized MCPTT user/UE). The identities of the groups being combined should be included in this message.

2.
Optionally, the GMS1 may request permission from the owner or administrator or group members of its constituent MCPTT groups.

3.
GMS1 forwards the group regroup request to the target GMS2 with the information of GMS2 MCPTT groups.

4.
Optionally, the GMS2 may request permission from the owner or administrator or group members of its constituent MCPTT groups.

5.
GMS2 provides a group regroup response. Due to security aspects concerning sharing information among different MCPTT systems, GMS2 does not share the users’ information of the groups under its management to GMS1.

6.
The GMS1 creates and stores the information of the temporary group, including the temporary group identity, off-network information, and the identities of the groups being combined, priority of the temporary group, security level of the temporary group and so on.

7.
The GMS1 notifies the primary MCPTT application server regarding the temporary group creation with the information of the constituent groups.

8.
The affiliated MCPTT group members of the constituent MCPTT groups of GMS1 are notified.

9.
GMS1 notifies GMS2 about its group regroup operation. GMS2 also stores the information about the Temporary group including the temporary group identity, off-network information, and the identities of the groups being combined, priority of the temporary group, security level of the temporary group and so on.

10.
The GMS2 notifies the partner MCPTT server regarding the temporary group creation with the information of the constituent groups.

11.
The affiliated MCPTT group members of the constituent MCPTT groups of GMS2 are notified.

12.
The GMS1 provides an ACK response to the group management client of the dispatcher/authorized MCPTT user/UE, indicating the group regroup operation has completed.

NOTE 1:
The group management server does not communicate directly, and can route through some other network entities such as interworking gateways or SIP cores, which have not been specified for clarity.

NOTE 2:
Step 2 and Step 4 can be performed before the group regroup operations according to the operator’s policy.

10.4.2
Temporary group – broadcast group call

Figure 10.4.2-1 illustrates the information flow for temporary group-broadcast group call procedure. The protocol used may be SIP.

Pre-conditions:

1.
The security aspects of sharing the user information between primary and partner MCPTT systems shall be governed as per the service provider agreement between them. In this case, we consider the partner MCPTT system does not share their users’ information to the primary MCPTT system.

2.
The authorized MCPTT user/dispatcher belongs to the primary MCPTT server.

3.
The primary MCPTT server is the main/master group call controller for the temporary group – broadcast group call.

4.
The multiple groups for the temporary group – broadcast group may belong to Partner MCPTT servers.
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Figure 10.4.2-1: Temporary group – broadcast group call

1.
The dispatcher/authorized MCPTT user/client initiates a group call with multiple groups from primary and partner MCPTT servers. A call setup message with the identities of the groups (group id1||group id2) is routed to the primary MCPTT server, which is the main/master controller for the group call.

2.
The primary MCPTT server forms the temporary group with the groups’ information received. It resolves the group ids and identifies the appropriate MCPTT server responsible for the groups. It further triggers a temporary group – broadcast group call via a call invite message to the affiliated group members of group id1 of the primary MCPTT server.

NOTE 1:
The temporary group information is not notified to the group members of the constituent groups.

3.
A call setup message is further initiated with the partner MCPTT server for group id2.

4.
Upon receiving the call setup message from the primary MCPTT server, the partner MCPTT server initiates a call invitation to their affiliated group members. The group members upon receipt of the invitation may accept or reject the call. Alternatively, the partner MCPTT server notifies the group members via a notification message containing the group call session identity information. Upon receipt of the notification message, the group members may perform a late call entry.

5.
The partner MCPTT server provides a call setup response to the primary MCPTT server with success or failure result and/or detailed reason information in case of failure.

6.
The primary MCPTT server provides a call setup complete response via a call setup complete message to the MCPTT client of authorized MCPTT user/dispatcher upon receiving response to the corresponding call setup with the partner MCPTT server. The call setup complete response will consist of the success or failure result and/or detailed reason information in case of failure.

NOTE 2:
The call setup complete message is triggered depending on the conditions to proceed with the call.

7.
Upon successful call setup completion, a group call is established amongst the multiple group members from primary and partner MCPTT servers.

8.
At the completion of the call, the temporary group – broadcast group terminates.

Editor’s note:
The feature interaction for the group call with another active group call is FFS.

10.5
Group call

10.5.1
Pre-arranged group call

10.5.1.1
Group call setup – automatic commencement mode

The procedure focuses on the case where an authorized MCPTT user is initiating an MCPTT group call with unicast signalling for communicating with the affiliated MCPTT members of that group.

Procedures in figure 10.5.1.1-1 are the signalling control plane procedures for the MCPTT client initiating establishment of MCPTT group call with a pre-arranged group i.e., MCPTT users on client 1, client 2 and client 3 belong to the same group which is defined on MCPTT group management server.

Pre-conditions:

1.
MCPTT group is previously defined on the group management server with MCPTT users affiliated to that group. All members of the group belong to the same MCPTT system.

2.
MCPTT group members are to be notified about the group call setup.
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Figure 10.5.1.1-1: Pre-arranged group call setup

1.
It is assumed that MCPTT users on MCPTT client 1, client 2 and client 3 are already registered for receiving MCPTT service and affiliated.

2.
User at MCPTT client 1 would like to initiate an MCPTT group call with a selected group (identified by group id).

NOTE 1: MCPTT client 1 may not be aware of the affiliation status of other MCPTT clients to the group while initiating the group call.

3.
MCPTT client 1 sends an group_call_request towards the MCPTT server via SIP core, which hosts the group selected by the user and identified by group id.

4.
MCPTT server checks whether the user of MCPTT client 1 is authorized for initiation of group call for the selected group, and if authorized, it resolves the group id to determine the members of that group and their affiliation status, based on the information from group management server.

5.
MCPTT server sends the corresponding group_call_request via SIP core towards the MCPTT clients of each of those affiliated group members. MCPTT users are notified about the incoming group call.

6.
The receiving MCPTT clients accept the group call group_call_request, and an acknowledgement is sent to the group hosting MCPTT server.

7.
MCPTT client 1 is informed about successful call establishment.

NOTE 2: Step 7 may occur at any time following step 5b, and prior to step 8 depending on the conditions to proceed with the call.

8.
MCPTT client 1, client 2 and client 3 have successfully established media plane for communication. MCPTT floor participant 1, floor participant 2 and floor participant 3 exchange floor control information e.g., MCPTT client 1 receives the floor granted information over the established media plane, while the other MCPTT client’s receive floor taken information. MCPTT client 1 indicates to the MCPTT user that the floor is available to send media, while the other MCPTT clients in the group call will be receiving that media.

10.5.1.2
End group call

The procedures focuses on the case where an MCPTT server is initiates to the termination of an ongoing MCPTT group call for all the participants of that group call, since at least one of the termination conditions are met e.g., due to hang time expiry, last participant leaving, second last participant leaving, initiator leaving, minimum number of affiliated MCPTT group members are not present.

NOTE:
The procedure for MCPTT user leaving the group call is a different scenario and not considered in this solution.

Procedures in figure 10.5.1.2-1 are the signalling control plane procedures for the MCPTT server initiating termination of an ongoing MCPTT group call.
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Figure 10.5.1.2-1: End group call

1.
It is assumed that MCPTT users on MCPTT client 1, client 2 and client 3 are already part of the ongoing group call (e.g., as a result of pre-arranged group call setup).

2.
MCPTT server would like to terminate the MCPTT group call which is ongoing e.g., due to hang time expiry, due to hang time expiry, last participant leaving, second last participant leaving, initiator leaving, minimum number of affiliated MCPTT group members are not present.

3.
MCPTT server identifies the participants of the ongoing group call and generates group_call_end to terminate ongoing session.

4. 
MCPTT server sends a group_call_end via SIP core towards each participant of the ongoing group call.

5.
MCPTT users are notified about the termination of the group call.

6.
MCPTT client(s) receiving group_call_end, acknowledge towards MCPTT server.

7. MCPTT client 1, client 2 and client 3 have successfully released the floor control and media plane resources associated with the group call that is terminated.

10.5.2
Group call involving groups from multiple MCPTT systems

The information flow in figure 10 5.2-1 illustrates the group call involving groups from multiple MCPTT systems. It considers the scenario for group hierarchies and temporary groups formed by group regroup. The protocol followed may be SIP.

Pre-conditions:

1.
The security aspects of sharing the user information between primary and partner MCPTT systems shall be governed as per the service provider agreement between them. In this case, we consider the partner MCPTT system does not share their users’ information to the primary MCPTT system.

2.
The MCPTT user belongs to a MCPTT group hosted by the primary MCPTT server.

3.
A temporary group is formed by authorized MCPTT user/dispatcher by the group regroup procedure (subclause 10.4.1) and identified via a temporary group ID (TGI).

4.
The MCPTT group members of the constituent MCPTT groups belonging to the temporary group are affiliated to participate in a group call for the temporary group.

5.
The primary MCPTT server is the main/master group call controller for the group call for the temporary group.

6.
The constituent groups of the temporary group may belong to partner MCPTT servers.
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Figure 10.5.2-1: Group call involving groups from multiple MCPTT systems

1.
The affiliated MCPTT user via MCPTT client initiates a group call with a group id. A call setup message with the group id is routed to the Primary MCPTT server, which owns the group and is the main/master controller for the group call. If the group call is for a temporary group formed by the group regroup procedure, the group id will be a temporary group identity (TGI).

2.
The primary MCPTT server gets the group information (either from group management server or itself) including the constituent MCPTT groups’ identities, accessible group members list of the constituent groups, and other related data. 

3.
The primary MCPTT server initiates directly a call invitation to the accessible group members using the detailed user information and/or location information. The group members upon receipt of the invitation may accept or reject the call. Alternatively, the primary MCPTT server notifies the group members via a notification message containing the group id and/or the group call session identity information. Upon receipt of the notification message, the group members may perform a late call entry.

4.
The primary MCPTT server may not have access to group members’ information of the constituent group belonging to the partner MCPTT system. For such group members, the primary MCPTT server initiates a group call invitation via a call setup message to the partner MCPTT server with the target group’s group id information. 

5.
The partner MCPTT server further initiates a call invitation or call notification to the constituent group’s members as described in step 3.

6.
The partner MCPTT server provides a call setup response to the primary MCPTT server with success or failure result and/or detailed reason information in case of failure.

7.
The primary MCPTT server provides a call setup complete response via a call setup complete message to the MCPTT UE of authorized MCPTT user/dispatcher upon receiving responses to the call invitations sent to members of primary and partner MCPTT servers. The call setup complete response will consist of the success or failure result and/or detailed reason information in case of failure.

NOTE:
The call setup complete message is triggered depending on the conditions to proceed with the call.

8.
Upon successful call setup completion a group call is established for the group members from constituent groups of multiple MCPTT servers.

Editor’s note:
The feature interaction for the group call with another active group call is FFS.

10.6
Floor control for on-network MCPTT service

10.6.1
Introduction

The solution is for providing a floor control to MCPTT UE in an on-network case. Floor control is performed by using floor control messages between the MCPTT floor participant and the MCPTT floor control server. The following information flows shall be supported between the MCPTT floor control server and the MCPTT floor participant:

-
Floor request (from UE to server): used to request a floor for media transfer.

-
Floor granted (from server to UE): used to indicate that a request for floor is granted and media transfer is possible.

-
Floor rejected (from server to UE): used to indicate that a request for the floor is rejected.

-
Floor idle (from server to UE): used to indicate that a session is in idle status.

-
Floor release (from UE to server): used to indicate the media transfer is completed and floor is released.

-
Floor taken (from server to UE): used to indicate the floor is given to another MCPTT user.

-
Floor revoke (from server to UE): used to indicate the floor granted to MCPTT floor participant is not available anymore.

-
Queue position (from server to UE): used to indicate the floor request is queued and the queue position to the floor requesting UE.

When the MCPTT floor control server receives a floor request from the MCPTT floor participant, it decides whether to give a grant or not based on the session status (i.e., whether the grant is given to another user or not), user profile, priority, and so on. The result is informed to the requesting MCPTT floor participant. When the MCPTT floor participant receives a floor granted message, it can send voice media over the uplink bearer established beforehand. The floor revoke message can be used to implement an override of grant among multiple floor requests according to the priority. The floor queue status request can be used to know current position in the queue for floor.

10.6.2
Floor request, floor grant and floor taken during an MCPTT session

Figure 10.6.2-1 shows the high level procedure that the floor control is conducted for the MCPTT session already established between MCPTT floor participant and floor control server. Only two UEs involved in the session are shown for the simplicity.
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Figure 10.6.2-1: Floor request, floor grant, floor taken during an MCPTT session

1.
MCPTT session is established between MCPTT clients (client A and client B) and MCPTT server. And floor control is established between MCPTT floor participants and floor control server It is assumed that the floor is now in idle status.

2.
Floor participant A wants to send voice media over the session. 

3.
Floor participant A sends a floor request message to floor control server. 

4.
Floor control server determines to accept the floor request from floor participant A. It responds with a floor grant message to floor participant A while sending a floor taken message to the other floor participant (floor participant B).

5.
The floor granted may be notified to the user of UE A. Similarly, the floor taken may be informed to the user of UE B.

6.
Floor participant A starts sending voice media over the session established beforehand.

7.
Suppose there are one or more users requesting to talk at this time, the floor request(s) are queued as decided by floor control server e.g., based on priority. In this flow, floor participant B sends a floor request message. 

8.
Floor control server queues the request of floor participant B

9.
Floor control server sends queue position info to floor participant B.

10.6.3
Floor revoke, floor rejected during an MCPTT session 

Figure 10.6.3-1 shows the high level procedure that the floor control is conducted for the MCPTT session already established between MCPTT floor participant (with floor granted to floor participant B) and floor control server (with an override based on priority). Only two UEs involved in the session are shown for the simplicity.
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Figure 10.6.3-1: Floor revoke, floor rejected during an MCPTT session

1.
It is assumed that floor participant B has been given floor and is transmitting voice media.

2.
Floor participant A having a priority which is relatively higher than that of floor participant B wants to send voice media over the session. 

3.
Floor participant A sends a floor request message to MCPTT floor control server. 

4.
MCPTT floor control server determines to accept the floor request from floor participant A according to the priority. It responds with a floor grant message to floor participant A while sending a floor revoke message to the other floor participant (floor participant B) stopping the voice media transmission from floor participant B.

5.
The floor granted may be notified to the user of client A. Similarly, the status that the floor is taken by client A due to the priority may be informed to the user of client B.

6.
Floor participant A starts to sending voice media over the session established beforehand.

7.
Now floor participant B may want the floor to start sending voice media.

8.
Floor participant B sends a floor request message to floor control server.

9.
Floor control server determines whether to accept the floor request from floor participant B according to the priority. It responds with a floor rejected message to floor participant B, if floor participant B does not have priority over floor participant A.

10.
The floor rejected may be notified to the user of floor participant B.

10.6.4
Queue position during an MCPTT session 

Figure 10.6.4-1 shows the high level procedure that the floor control is conducted for the MCPTT session already established between MCPTT client (with Floor granted to floor participant B) and server (with a override based on priority at floor control server). Only two UEs involved in the session are shown for the simplicity.
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Figure 10.6.4-1: Queue status during an MCPTT session

1.
It is assumed that floor participant B has been given a floor grant and is transmitting voice media. There are several other floor participants (including floor participating A) requesting floor which get queued at the floor control server. 

2.
Floor participant A would like to know its current position in the floor request queue.

3.
Floor participant A sends a queue position request message to the floor control server. 

4.
Floor control server determines the current queue position of floor participant A from the floor request queue. 

5.
Floor control server responds with the current position in queue position info message.

6.
User at floor participant A is notified the current queue position.

Editor's note:
It is FFS to add information flows for other scenarios e.g., floor idle, disconnect, connect, cancel queue.

10.7
Private call

10.7.1
Call setup – automatic commencement mode

The procedure focuses on the case where an MCPTT user is initiating an MCPTT private call for communicating with another MCPTT user with or without floor control enabled in an automatic commencement mode. 

Procedures in figure 10.7.1-1 are the basic signalling control plane procedures for the MCPTT client initiating establishment of MCPTT private call with the selected MCPTT user.
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Figure 10.7.1-1: Private call setup – automatic commencement mode

1.
It is assumed that MCPTT users on MCPTT client 1 and client 2 are already registered for receiving MCPTT service.

2.
User at MCPTT client 1 would like to initiate a MCPTT private call for the selected MCPTT user. In case of private call with floor control, floor control is to be established.

3.
MCPTT client 1 sends an private_call_request towards the MCPTT Server (via SIP core), for establishing private call with the client 2. In case of private call with the implicit floor control, the private_call_request contains an element that indicates that MCPTT client 1 is requesting the floor.

4.
MCPTT server checks whether the user at MCPTT client 1 is authorized to initiate the private call to client-2, and that client-2 is authorized to receive the private call from client-1.

5.
MCPTT server may provide a progress indication to client-1 to indicate progress in the call setup process.

NOTE:
Step 5 may occur at any time following step 4, and prior to step 9.

6.
If authorized, MCPTT server sends the corresponding private_call_request towards the MCPTT client specified in the original private_call_request (client 2).

7.
The receiving MCPTT client 2 notifies the user about the incoming private call.

8. The receiving MCPTT client 2 accepts the private call automatically, and an acknowledgement is sent to the MCPTT server (via SIP core).

9.
Upon receiving the MCPTT client 2 accepting the private call request, MCPTT client 1 is informed about successful call establishment.

10.
MCPTT client 1 and client 2 have successfully established media plane for communication and either user can transmit media. In case of successful call establishment for private call with implicit floor control request from MCPTT client 1, floor participant at MCPTT client 1 is granted floor by the floor control server, giving it permission to transmit. At the same time floor participant at MCPTT client 2 is informed by the floor control server that floor is taken.

10.7.2
Private call using manual commencement mode 

10.7.2.1
Description

The information flow in figure 10.7.2.2-1 is the basic flow for the MCPTT client initiating an MCPTT private call that uses manual commencement mode. This solution includes a configuration parameter of the MCPTT service to give the originator the floor, when floor control is used. The flow uses an implicit floor request in the MCPTT private call request indicating that the originator will be given the floor when the call starts and eliminates the need for a separate initial floor request message during media plane establishment.

10.7.2.2
Procedure

Both clients are served by the home MCPTT service provider in figure 10.7.2.2-1.
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Figure 10.7.2.2-1: MCPTT private call using manual commencement mode

1.
MCPTT client 1 and MCPTT client 2 are both registered and their respective users, MCPTT user 1 and MCPTT user 2, are authenticated and authorized to use the MCPTT Service.

2.
User at MCPTT client 1 would like to initiate a MCPTT private call for the selected MCPTT user. In case of private call with floor control, floor control is to be established. In the case of private call without floor control, both users will have the ability to transmit without floor arbitration.

3.
MCPTT client 1 sends an MCPTT private call request addressed to the MCPTT ID of MCPTT user 2. The MCPTT private call request contains a data element that indicates that MCPTT user 1 is requesting the floor, in the case of private call with implicit floor control.

4.
The MCPTT server confirms that both MCPTT users are authorized for the private call.

5.
The MCPTT server sends an MCPTT private call request for the call to MCPTT client 2, including the MCPTT ID of the calling MCPTT user 1.

6a.
The MCPTT user is alerted. MCPTT client 2 sends an MCPTT ringing to the MCPTT server.

6b.
The MCPTT server sends an MCPTT ringing to MCPTT client 1, indicating that MCPTT client 2 is being alerted.

7.
MCPTT user 2 has accepted the call using manual commencement mode (i.e., has taken some action to accept via the user interface) which causes MCPTT client 2 to send an OK to the MCPTT Server.

8.
The MCPTT server sends an OK to MCPTT client 1 indicating that MCPTT user 2 has accepted the call, including the accepted media parameters.

9.
The media plane for communication is established. Either user can transmit media individually when using floor control. In the case of successful call establishment for private call with implicit floor request from MCPTT client 1, the floor participant associated with MCPTT client 1 is granted the floor initially. At the same time the floor participant associated with MCPTT client 2 is informed that the floor is taken. The meaning of the implicit floor request (give floor initially to originator [client 1], or give floor initially to target [client 2]) may be configurable. In the case of private call without floor control both users are allowed to transmit simultaneously.

10.7.3
End private call

The procedure focuses on the case where an MCPTT client is requesting to terminate an ongoing MCPTT private call (with or without floor control) and the call established in either of the two commencement modes (manual or automatic).

Procedures in figure 10.7.3-1 are the basic signalling control plane procedures for the MCPTT client initiating termination of an ongoing MCPTT private call.
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Figure 10.7.3-1: End private call

1.
It is assumed that MCPTT users on MCPTT client 1 and client 2 are already registered for receiving MCPTT service and are involved in private call with or without floor control established either in manual or automatic commencement mode.

2.
User at MCPTT client 1 would like to terminate an ongoing MCPTT private call with client 2.

3.
MCPTT client 1 sends a call_end request towards the MCPTT server (via SIP core), for tearing down the private call with the other client.

4.
MCPTT server sends the corresponding call_end request towards the MCPTT client specified in the original call_end request.

5.
MCPTT user is notified about the termination of the private call.

6.
The receiving MCPTT client 2 acknowledges the call_end request.

7.
MCPTT clients release all the media plane resources used for the private call. Further, if the private call was established with floor control, floor control resources are released and MCPTT clients cannot make further requests for floor control or send media.

10.7.4
Call Setup – automatic commencement mode – users in multiple MCPTT system

The procedure focuses on the case where an MCPTT user is initiating an MCPTT private call (automatic commencement mode) for communicating with MCPTT user in another MCPTT system with or without floor control enabled. 

Editor's note: How two MCPTT servers interact with each other, with regards to which takes on a controlling function is FFS.

Procedures in figure 10.7.4-1 are the procedures for the MCPTT client initiating establishment of MCPTT private call with the selected MCPTT user.
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Figure 10.7.4-1: Private call setup – automatic commencement mode – users in multiple MCPTT system

1.
It is assumed that MCPTT users on MCPTT client 1 and client 2 are already registered for receiving MCPTT service to their respective MCPTT service provider.
2.
User at MCPTT client 1 would like to initiate a MCPTT private call for the selected MCPTT user. In case of private call with floor control, floor control is to be established.

3.
MCPTT client 1 sends an private_call_request towards the home MCPTT server 1 (via SIP core), for establishing private call with the MCPTT client 2 registered at MCPTT service provider 2. In case of private call with the implicit floor control, the private_call_request contains an element that indicates that MCPTT client 1 is requesting the floor.

4.
MCPTT server 1 checks whether the user at MCPTT client 1 is authorized to initiate the private call to MCPTT client-2.

5.
MCPTT server 1 may provide a progress indication to MCPTT client-1 to indicate progress in the call setup process.

NOTE:
Step 5 may occur at any time following step 4, and prior to step 11.

6.
If authorized, MCPTT server 1 sends the corresponding private_call_request towards the MCPTT system (via SIP core) of the MCPTT client specified in the original private_call_request (MCPTT client 2) i.e., MCPTT server 2.

7. 
MCPTT server 2 checks whether the MCPTT client 2 is authorized to receive the private call from MCPTT client 1.

8. MCPTT server 2 sends the received private_call_request towards the MCPTT client specified in the received private_call_request (i.e., MCPTT client 2)

9.
The receiving MCPTT client 2 notifies the user about the incoming private call.

10. The receiving MCPTT client 2 accepts the private call automatically, and an acknowledgement is sent to the MCPTT server 1 (via SIP core and MCPTT server 2).

11.
Upon receiving the MCPTT client 2 accepting the private call request, MCPTT client 1 is informed about successful call establishment.

12.
MCPTT client 1 and client 2 have successfully established media plane for communication and either user can transmit media. In case of successful call establishment for private call with implicit floor control request from MCPTT client 1, floor participant at MCPTT client 1 is granted floor by the floor control server at MCPTT service provider 1, giving it permission to transmit. At the same time floor participant at MCPTT client 2 is informed by the floor control server at MCPTT service provider 1 that the floor is taken.

10.7.5
Private call set up in off-network mode with solicited discovery

When an MCPTT user using ProSe-enabled UE wants to communicate with a specific MCPTT user using ProSe-enabled UE by ProSe, the MCPTT user shall first know the MCPTT UE IP address of the target MCPTT user. Then the MCPTT user can initiate the private call set up procedure.

The information flow as illustrated in figure 10.7.5-1 is used to setup a private call between two MCPTT users for in off-network mode with solicited discovery.

Pre-conditions:

1.
MCPTT user profile used for off-network operation mode is pre-provisioned to MCPTT UE.

2.
MCPTT user profile used for off-network operation mode includes the IP address of the MCPTT user who logins on from the MCPTT UE.
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Figure 10.7.5-1: Private call set up with information acquisition using solicited discovery

1.
The discovery request contains the following information: MCPTT user identity of target MCPTT users or MCPTT group ID of target groups if it wants to find all membership of that MCPTT group. MCPTT client requires low layer to send discovery request message.

2.
ProSe discovery procedure will be used to help to find correct target user. It will provide the UE layer-2 ID, IP address related to target MCPTT UE/user. If MCPTT group ID is included in application discovery request, it will provide the UE layer-2 ID, IP address related to multiple target MCPTT UE/users contained within MCPTT group.

NOTE:
If SIP protocol is used for call setup, the SIP location server is located on each MCPTT UE.

3.
Lower layer will respond to MCPTT client the discovery result about if the target user is reachable or not.

4.
When MCPTT user 1 wants to setup private call, MCPTT UE1 sends a call setup request message towards to the target MCPTT user using the information got during discovery phase.

5.
The MCPTT UE2 accepts the private call and sends accept message.

6.
MCPTT UE1 and UE2 successfully establish the media plane (steps 6a & 6b) for communication.

10.7.6
Private call set up in off-network mode with unsolicited discovery

When an MCPTT user using ProSe-enabled UE wants to communicate with a specific MCPTT user using ProSe-enabled UE by ProSe, the MCPTT user shall first know the MCPTT UE IP address of the target MCPTT user. Then the MCPTT user can initiate the private call set up procedure.

The information flow as illustrated in figure 10.7.6-1 is used to setup a private call between two MCPTT users for in off-network mode with unsolicited discovery.

Pre-conditions: 

1.
MCPTT user profile used for off-network operation mode is pre-provisioned to MCPTT UE.

2.
MCPTT user profile used for off-network operation mode includes the IP address of the MCPTT user who logins on from the MCPTT UE.
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Figure 10.7.6-1: Private call set up with information acquisition using unsolicited discovery

1.
The discovery message includes MCPTT user identity of MCPTT user1. MCPTT client requires low layer to send discovery request message by unsolicited way.

2.
ProSe discovery procedure will provide the information of MCPTT user1 to all other MCPTT users (step 2a). The other MCPTT users (belonging to the same group) may store the received application layer identifies and layer-2 ID, IP address binding of MCPTT UE1/User1 locally (step 2b).

NOTE:
If SIP protocol is used for call setup, then the SIP location server is located on MCPTT UE 1.

3.
MCPTT UE2 sends a call setup request message towards to the MCPTT UE1 according to the stored information which it received from the information acquisition phase.

4.
The MCPTT UE1 accepts the private call request message, and an acknowledgement is sent to the MCPTT UE2.

5.
MCPTT UE1 and UE2 successfully establish the media plane (steps 5a & 5b) for communication.

10.8
MCPTT media plane transmissions with partner MCPTT systems

The MCPTT user is able to receive MCPTT media services (group communication, private calls, etc) from partner MCPTT systems in normal and roaming conditions. In this service delivery model, the media plane transmissions between the MCPTT UE of the user and the partner MCPTT system can be achieved directly or via the primary MCPTT system, selected by the operator’s policy. The protocol used for media plane signalling is non-SIP like RTCP.

The information flows as illustrated in figure 10.8-1 and figure 10.8-2 provide the procedures for media related signalling and the media transmission between MCPTT UE of the user and the partner MCPTT system.

Pre-conditions:

1.
The MCPTT group is defined in the partner MCPTT system, where the MCPTT client of user receives the MCPTT service.

2.
A MCPTT group call is setup and active.

3.
The partner MCPTT system is the group host server that is hosting the MCPTT group. The corresponding floor control server manages the media corresponding to the group call.

4.
Protocol used for signalling of media plane is non-SIP, it can be protocol like RTCP.
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Figure 10.8-1: Media related signalling communication
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Figure 10.8-2: Media communication

0.
Path (direct or via primary MCPTT system) for media related signalling and media between MCPTT UE and partner MCPTT system is selected based on operator’s policy.

For media related signalling communication:

1.
A MCPTT user wants to talk.

2.
The floor participant corresponding to the MCPTT user sends a floor request message to floor control server (partner MCPTT system) to get the authorization and/or permission to talk.

3.
The floor control server (partner MCPTT system) performs the authorization and arbitrates between requests that are in contention (i.e., floor control).

4.
If the floor control server (partner MCPTT system) allows the floor participant to talk, a floor grant is provided with permission granted to talk.

For media communication:

5.
The MCPTT client can now send uplink media data to the media resource function gateway (partner MCPTT system).

6.
The media resource function gateway (partner MCPTT system) has downlink media data to transfer.

7.
The media resource function gateway (partner MCPTT system) transfers the downlink media to the MCPTT client of the MCPTT user.
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