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[bookmark: foreword][bookmark: _Toc119920021]Foreword
This clause is mandatory; do not alter the text in any way other than to choose between "Specification" and "Report". 
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z

[bookmark: introduction][bookmark: scope]

[bookmark: _Toc119920022]1	Scope
The present document describes use cases and aspects related to efficient communications service and cooperative operation for a group of service robots including: 
· exposure of information between application layer and communications layer,
· support of on-demand high priority communications,
· KPIs for large-scale group operation scenarios,
· support of scalable and efficient use of communication resources,
· requirements related to media applications specific for service robots, and
· aspects related to security, privacy and charging
that are relevant to support stable operation of service robots. This document also describes the existing service requirements and potential correlation with other studies.  


[bookmark: references][bookmark: _Toc119920023]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2] 	3GPP TS 22.104, "Service requirements for cyber-physical control applications in vertical domains; Stage 1".
[3] 	3GPP TS 22.261, "Service requirements for the 5G system; Stage 1".
[4] 	3GPP TS 22.263, "Service requirements for video, imaging and audio for professional applications (VIAPA); Stage 1".
[5] 	Next G Alliance Report: 6G Applications and Use Cases, May 2022; https://www.nextgalliance.org/wp-content/uploads/dlm_uploads/2022/07/NGA-Perspective-Brochure-V6.pdf
[6] 	K.-D. Lee, "A Smart Network of Service Robots: Technical Challenges and Design Considerations, " IEEE Communications Magazine, pp. 28-34, August 2021.
[7] 	K.-D. Lee and C. Gray-Preston, "Everyday Living Assisted by 6G Applications and Solutions," IEEE Wireless Communications Magazine, October 2022.
[8]	W. Zhuang, Y. Shen, L. Li, C. Gao and D. Dai. “Develop an Adaptive Real-Time Indoor Intrusion Detection System Based on Empirical Analysis of OFDM Subcarriers.” Sensors (Basel, Switzerland). 2021 Mar;21(7):2287
…
[x]	<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".
It is preferred that the reference to 21.905 be the first in the list.
[bookmark: definitions][bookmark: _Toc119920024]3	Definitions of terms, symbols and abbreviations
This clause and its three subclauses are mandatory. The contents shall be shown as "void" if the TS/TR does not define any terms, symbols, or abbreviations.
[bookmark: _Toc119920025]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Definition format (Normal)
<defined term>: <definition>.
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc119920026]3.2	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
Abbreviation format (EW)
<ABBREVIATION>	<Expansion>

[bookmark: clause4][bookmark: _Toc119920027]4	Overview
Editor’s Note: To include medicated interpretation of the Study Objective into the details of this Technical Report. This includes the related industry verticals that utilize the group operation of service robots, such as enterprise building cleaning / disinfection, robotics-assisted search and rescue operation with coordination, hazardous control operation under extreme conditions (that are affecting both communications and robotic manipulations that are required for a given task), multi-agent heterogeneous delivery of items with coordination, smart agriculture support (e.g., agriculture 4.0), and the like.



[bookmark: _Toc119920028]5	Use cases 
[bookmark: _Toc119920029]5.1	Online cooperative high-resolution 3D map building 
[bookmark: _Toc119920030]5.1.1	General description
This use case considers a low-energy (or energy-efficient) cooperation scenario to collaboratively build a 3D map among a group of multiple robots, aiming at usage for unstructured settings, such as enterprise building cleaning, preparation for disinfection of large-scale building, and automation for agriculture. With cooperation among multiple robots gathering measurement data, it would be possible to either save energy or build a better quality outcome, or to attain both [5-7].
NOTE 1: Some aspects related to “automation for agriculture” can also be studied with a combined scenario of ground mobility and aerial mobility.
NOTE 2: The meaning of “map” in this use case is not necessarily limited to geographic appearance but it may also include still life objects that are useful or essential for robots working in an irregular and/or unstructured setting.
A group of service robots that are equipped with capabilities of multi-dimensional ambient sensing, computing (standalone and/or via compute fabric), federation in learning and model building, and 3GPP subscription-based communication, are in cooperation for a single joint project.
The availability of communication service to/from edge (or cloud) is three fold: not available, temporarily unavailable, or available (for certain period of time; positive interpretation although the term “available” does not mean “permanently available”).
NOTE 3: This use case is mostly focused on ProSe-based operation (also, referred to as “ProSe-based”) with partial or intermittent connection to NG-RAN (or to edge server via NG-RAN).
The edge (a server), if available for one or more of these service robots, will assist them to alleviate their computational burdens (that are or are not within the scope of 3GPP), giving rise to a demand of accessing service-specific network slice(s) or other forms of network resources with certain performance requirements.

An operator of robotic applications starts operating a group of service robots which are UEs.
These service robots discover each other and share their capabilities.
NOTE 4: For each service robot (UE), capabilities include certain characteristics such as types of supported RATs (e.g., NR, E-UTRA, or non-3GPP access technology) and information that are not within the scope of communications layer, such as remaining battery life.
All or some of these service robots form a working group (with one or more leader robots) and starts communicating.
Member robots send measurement data to a leader robot so that the leader robot can perform the next step to build a 3D map.
NOTE 5: The roles of leader robot(s) include coordination required for the operation of the working group of service robots, such as acting as sync master for other robots (sync devices) within the working clock domain.

These service robots scan environmental parameters, including 3GPP service availability, and collaboratively decide which operational scenario they should choose (i.e., Uu-based or ProSe-based, also referred to as ProSe-based).
Each service robot in the working group walks in coordination with each other, forming a gregarious cluster (i.e., distance between any pair is not unnecessarily far, degrading the performance of map building outcome).
Each service robot is exposed to uneven surface along its trajectory (e.g., signal angle measurement is not static, unpredicted loss of measurement accuracy level is likely to happen).
Depending on the accuracy level of 3D map at certain spot of the job site and decision made by the leader robot(s), the application layer of the leader robot requests to adjust the clock synchronisation target value within the clock synchronisation budget.
While moving along, one member robot, say robot A, faces some issue, resulting an unexpected drop in the moving speed.
Member robot A has already predicted this issue beforehand: its follow-up actions include reporting this information to a leader robot and marking time stamp on the measurement data with this outlier situation.
It is up to member robot A whether or not, to send the measurement data with outlier indication to a leader robot.
It is up to the leader robot whether or not, to use the received data with outlier indication, if received from member robot A, for 3D map building.
Later, member robot A gets a little bit away from the gregarious cluster, leading to a temporary loss of connection to a relay UE robot (or to gNB in Uu-based scenario). Member robot A promptly resumes a connection.
[image: ]
Fig. 5.1.1-1: Inter-robot operation example when a network of service robots that have ambient intelligence (e.g., intra-robot operation) are in cooperation for a joint project [5,7]. 

The working group of service robots can build up 3D map with only necessary level of accuracy so that they do not have to consume computing and communication resources to build up a 3D map of an area that is overly accurate.
Also, for an important area, they could adjust the level of accuracy.
They could prevent potential noise factors that could have contributed to the quality of 3D map with the help of prediction-based indication.
A robot that has instantaneously lost a connection can resume a connection very promptly and send time-critical information to other member(s).

[bookmark: _Toc119920031]5.1.2	Related existing service requirements
Clock synchronisation: 3GPP TS 22.104 [2]
· clause 5.6.1 Clock synchronisation service level requirements
· clause 5.6.2 Clock synchronisation service performance requirements
· clause 7.2.3.2 Clock synchronisation requirements
Timing resiliency: 3GPP TS 22.261 [3]
· clause 6.36.2 General requirements to ensure timing resiliency
· clause 6.36.3 Monitoring and reporting
· clause 6.36.4 Exposure
Multi-path relay: 3GPP TS 22.261 CR0651
· clause 6.9.2.1 support of a traffic flow of a remote UE via different indirect network connection paths
Positioning: 3GPP TS 22.261
· clause 7.3.2 High accuracy positioning performance requirements (see also clause 5.7.1 of 3GPP TS 22.104 for Factory of the Future scenario)
Service continuity: 3GPP TS 22.263 [4]
· clause 5.5 Service continuity

[bookmark: _Toc119920032]5.1.3	Challenges and potential gaps

The following applicable aspects are identified and recommended for further study and can be further considered with other ongoing or recently completed Studies if applicable.
[CPG-5.1-001] 5G system is expected to be able to provide a means to ensure [a very high accuracy level] of clock synchronization to support that a group of service robots can build up 3D map collaboratively (i.e., synchronization among service robots within a collaborating group and synchronization among the multiple sources related to the respective service robots) in which the accuracy level is required by the applications layer.
NOTE 1: Clock synchronization accuracy is provided by 5G system in order to support applications that require time-sensitive communication. The accuracy level of clock synchronization is 900 ns [2]
Editor’s Note: The value for very high accuracy level of clock synchronisation will be revisited.

[CPG-5.1-003] 5G system is expected to be able to ensure the integrity and validity of clock synchronization for a designated length of time when a group of service robots are in ProSe-based operation outside the coverage area served by NG-RAN.
NOTE 2: The time length is dependent upon the type of project.
Editor’s Note: The possible ranges for the time length are TBD.

[CPG-5.1-004] 5G system is expected to be able to provide a means for UE(s) to adjust the accuracy level of clock synchronisation.
[CPG-5.1-005] 5G system is expected to be able to provide a means to share the accuracy level and integrity-related info of clock synchronization with the cloud (in Uu-based scenario) or with the leader robot (in ProSe-based scenario). 

[CPG-5.1-006] 5G system is expected to be able to provide a means to resume the connection when an ongoing connection is disrupted (e.g., due to radio link failure b/w a robot and the communicating counterpart) within [a very short period of time], required by the applications layer.
Editor’s Note: The value will be revisited.
[CPG-5.1-007] 5G system is expected to be able to provide a means to allow a member robot that has predicted communication disruption or measurement failure to disseminate necessary information, which is required by the applications layer, to one or more destinations within a very short period of time required by the applications layer.
Editor’s Note: More clarification on the existing capability and new expected capability is FFS.

[bookmark: _Toc112789854][bookmark: _Toc119920033]5.2	Real-time cooperative safety protection
[bookmark: _Toc112789855][bookmark: _Toc119920034][bookmark: _Toc112789856]5.2.1	General description
This use case considers the collaboration between security staff and robots to complete security protection of a certain geographical area, including patrolling based on the configured route, target identification, target tracking, intelligent detection, alarm report, etc. The security protection task requires real-time information sharing among robots, security staff and remote security controller. In addition, the decision or adjustment of security protection schemes, which may be made by a leader robot, a security person or a remote security controller, also needs to be received and executed by all the participants (e.g. robots or security staff) synchronously.  Through the real-time collaboration among robots, security staff and remote security controller, the performance and efficiency of security protection can be improved. The real-time cooperative safety protection also can reduce the labour intensity and work risks of security staff, as well as the cost (e.g. the number of security staff).
For example, one of the most important features of smart factory is safety production solution. Robots play an important role in smart factory. A group of robots equipped with cameras and sensors are used to collect and report real-time information periodically according to the configured route. The security protection decision maker can be a leader robot, a security person or a remote security controller. Based on the latest global information, the decision maker determines whether there is a security event and how to respond.  The potential events of security protection contain intrusion detection, fall detection, smoke and flame identification, critical access occupancy identification, helmet identification, etc. 

[image: ]
Fig. 5.2.1-1: Real-time cooperative safety protection
A group of robots equipped with cameras, sensors and 3GPP-based communication capabilities (e.g. direct network connection, indirect network connection or both) cooperatively work together to complete security protection of a certain geographical area. According to the complexity of the security protection task, the intelligence level of robots and the quality of communication service, a security person equipped with a 3GPP-based UE or a remote secure controller may be needed. 
A security protection task is configured and started, which includes patrolling based on the configured route, target identification, target tracking, intelligent detection, alarm report, etc. A leader participant is chosen according to the complexity of the security protection task, the intelligence level of robots, the quality of communication service, etc. The leader participant is in charge of collecting the latest information from other participants and determine the control information for other participants based on the latest global information. The leader participant can be a security person, a leader robot or a remote security controller. These three cases can be switched or used collaboratively. Taking a security person as the leader participant for example, service flows are described as follows.
1. Robots and the UE of security staff in the same security protection task discover each other and share their capabilities. The capabilities include both communication capabilities and service capabilities (e.g. sensor type, leader participant capability).
2. Based on the initial configuration, the leader participant (the UE of a security person) receives the latest information (e.g. location, target characteristic update, camera information, channel state information) from other participants (e.g. robots, other security person) periodically. The time period is about 1ms to 100ms depending on the security protection task. For example, the sampling rate of indoor intrusion detection is 50Hz (20ms) in [8].
3. A single robot can only provide limited partial information, which is generally not enough for making decision. When the leader participant receives the information from all participants in the synchronized pace, the global information can be generated by the leader participant via processing all the synchronized information. Based on the global information, the leader participant decides whether there is a security event (e.g. intrusion, fall, smoke, flame).  Ideally the packet data of each participant with the same time stamp shall arrive at the leader participant at the same time. Generally, the arrival time difference shall not exceed the time period of data report, which is about 10ms to 100ms. For example, the decision maker determines whether there is an intrusion every 100ms [8]. There are 5 information reports per 100ms for each robot because the sampling rate of indoor intrusion is 50Hz. This means that all reports data of each robot need to arrive at the leader participant within 100ms. 
If the data packets do not arrive within the required time period, the data packets are useless even though they are transmitted successfully. Moreover, the global information cannot be generated because the data packets of some participants are missing. Therefore, to save the resources, the data packets with the same time stamp from the rest participants shall be discarded when data packets of one or more participants cannot be transmitted on time. 
4. If the leader participant detects a security event based on the processing in step 3, the leader participant decides how to respond and sends control information to other participants. Upon receipt of the control information, all the participants will execute their own respond task cooperatively: some participants may move to their target locations at the specified time, some participants will track the specific target, other participants may broadcast alarm tone, etc.
5. Repeat step 2~4 until the security protection task is completed. The participants can use direct network connection or indirect network connection to communicate with each other based on the quality of communication service of each link.
When one of robots is the leader participant, the performance requirement of synchronized transmission may be stricter. Even the leader robot usually is with higher computing capability and intelligence level, it still needs more time to process information, hence the time for communication would be shorten. When the remote security controller is the leader participant, the latency of wireless network transmission may be shorter because of the longer distance. 
[image: ]
Fig. 5.2.1-2: The schematic diagram of data transmission in a safety protection task	Comment by Ki-Dong Lee11a: Corrected
All the participants can share latest information synchronously and execute real-time control cooperatively. The assigned security protection task can be completed efficiently.
[bookmark: _Toc119920035]5.2.2	Related existing service requirements 
Clock synchronisation: 3GPP TS 22.104 
· clause 5.6.1 Clock synchronisation service level requirements
· clause 5.6.2 Clock synchronisation service performance requirements
· clause 7.2.3.2 Clock synchronisation requirements
TS 22.261 does not contain any requirements for synchronization transmission of multiple UEs.

[bookmark: _Toc119920036]5.2.3	Challenges and potential gaps
T.B.D.



[bookmark: _Toc119920037]6	Other considerations
Editor’s Note:  This clause is intended to include implementation and deployment related considerations, e.g., issues and guidelines.  

[bookmark: _Toc119920038]7	Conclusions and recommendations
Editor’s Note: This clause will include a summary of all recommendations about Use Cases that will be collected. I recommend that we should work on this clause at a later phase in order to make a well-prepared summary of recommendations.
[bookmark: _Toc119920039]
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