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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

The Feasibility Study on Control of Applications when Third Party Servers encounter problems (FS_CATS) has as its principal aim, as implied in the title, to examine the possibility of reducing or disabling access to a third party application server, when such servers encounter difficulties (e.g., they are overloaded due to partial loss of capacity, or temporarily disabled).

The overall objective of CATS is three-fold:

(1) Reduce or eliminate traffic to a specific application server while an adverse condition exists in that server;

(2) Reduce or eliminate unproductive radio access traffic destined to that server under such condition 
(3) Reduce or eliminate unproductive core network traffic destined to the subject application serve
1
Scope

With the spread of applications on UEs (also known as "smart phones"), coupled with the rapidly growing number of UEs designed for usage with little or no human involvement (machine type communications), the potential for issues to occur in the overall "system" involving these applications and the third party entities they interact with increases. When these third party systems experience difficulties, they may be able to manage their problems without undue impact on operator networks, but there will be times when they are not able to do so.

When a third party server becomes congested or fails, the communication by the applications on the UEs that make use of that server need to be controlled so that excessive use of 3GPP network resources is avoided while not affecting other applications and their associated servers that are functioning normally. 

The 3GPP network needs to be able to detect or receive an indication from a third party server of its congestion status or failure status and control applications that make use of a third party server that has encountered difficulties. HTTP and other third party (possibly proprietary) protocols can have status codes but these can be insufficient as they cannot provide a suitable indication to the application at the UE of the nature of the issue and therefore could result in frequent retries even when these will fail, thus burdening the network with connection attempts that will fail.

The present document identifies potential requirements that will enable the 3GPP network to detect or receive an indication from a third party server of its congestion status or failure status and control the traffic of  individual applications on UEs when the 3GPP network becomes aware that a third party server has run into difficulties.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TR 41.001: "GSM Release specifications".

[3]
3GPP TR 21 912 (V3.1.0): "Example 2, using fixed text".

…

[x]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [x] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [x].

3.2
Symbols

For the purposes of the present document, the following symbols apply:

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [x] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [x].

4
Use cases

4.1
Third Party Server Reports Congestion or Failure
4.1.1
Description
This use case is for a "soft" failure where the third party server is able to continue to provide certain basic functions even though applications residing on it have run into difficulties. The 3GPP network controls the traffic of individual applications on UEs so that their traffic toward the affected application(s) on the third party server is reduced or stopped. Traffic to applications on the same third party server that are functioning normally is not affected. Traffic to applications on other third party servers is not affected.
4.1.2

Pre-conditions 

The third party application providing the service on a third party server is functioning normally and traffic loads are at normal levels.
4.1.3
Service Flows

The application on the third party server experiences problems resulting in reduced traffic handling capacity, or the traffic volume increases to the point that the application on the third party server becomes congested, or the application on the third party server fails (is unable to accept traffic). The third party server informs the 3GPP network that the application on the third party server is congested or has failed.

The 3GPP network assesses whether the volume of traffic for the affected application(s) on the third party server warrants taking action. If so, it takes steps to reduce or stop traffic by barring of traffic from the relevant UE-based applications to the application(s) supported on that server. The traffic being controlled may be identified through it being addressed to the application on the third party server experiencing difficulties.

Note:
If the volume of traffic from the relevant third party application(s) on UEs to the third party server encountering difficulties is not large enough to impact the 3GPP network, this may not be necessary. However, it is difficult to predict which application(s) will become popular (many users, wide-spread usage), which may not be so popular but will be heavily used in a small area (e.g., admission control at a concert or sports event), or which may not normally place much burden on the network but may involve extensive signalling in some situations (e.g., attach messages after reset). Therefore this capability should be required for all third party applications and their associated servers, but could be enabled only as determined by the operator according to its own criteria. The management effort should not exceed the impact of doing nothing for a low volume application.
The 3GPP network is informed of the status of the application on the third party server, proceeding according to the result.
The application on the third party server becomes uncongested or recovers from its failure.
The third party server informs the 3GPP network that the application on it has returned to normal (uncongested) operation or has recovered from its failure.
The 3GPP network allows normal traffic flows to resume.

4.1.4
Post-conditions

Unproductive 3GPP network traffic was reduced or eliminated during the time adverse server condition existed.

Traffic management actions by the 3GPP were helpful in assisting the application server affected by adverse condition.

4.1.5
Potential Requirements
The 3GPP network shall be able to receive an indication from the third party server when an application on it is experiencing congestion or failure, and when normal operation resumes. The indication may be sent periodically, and when the status of the application changes.

The 3GPP network shall be able to control traffic from UE-based applications to the affected application(s) on the third party server(s) while not affecting traffic to other applications on the third party server and other third party servers.

The 3GPP network should be able to determine when an application on a third party server is experiencing congestion or failure, and when normal operation resumes.
Note: This requirement addresses the situation where a third party server does not inform the 3GPP network that affected applications on it have recovered.
4.2
Third Party Server Fails
4.2.1
Description
This use case is for a "hard" failure where the third party server is unable to provide even basic functions. When a third party server experiences a "hard" failure, the 3GPP network detects that the third party server is not responding to traffic sent to it. The 3GPP network controls individual applications on UEs so that their traffic toward the affected third party server is stopped.

4.2.2

Pre-conditions 

The application on a third party server is functioning normally and traffic loads are at normal levels.
4.2.3
Service Flows

The third party server experiences a hard failure such that it is unable to respond to incoming traffic and is not able to indicate that it has a problem. The 3GPP network detects that the third party server has failed by observing that it is not responding to traffic sent to it.

The 3GPP network assesses whether the volume of traffic for the affected third party server warrants taking action. If so, it takes steps to stop traffic from the relevant UE-based applications to the third party server by barring of traffic to the application(s) supported on that server. The traffic being controlled may be identified through it being addressed to  an application on the third party server experiencing the failure, or to the third party server itself.

Note:
If the volume of traffic from the relevant third party application(s) on UEs to the third party server encountering difficulties  is not large enough to impact the 3GPP network, this may not be necessary. However, it is difficult to predict which application(s) will become popular (many users, wide-spread usage), which may not be so popular but will be heavily used in a small area (e.g., admission control at a concert or sports event), or which may not normally place much burden on the network but may involve extensive signalling in some situations (e.g., attach messages after reset). Therefore this capability should be required for all third party applications and their associated servers, but could be enabled only as determined by the operator according to its own criteria. The management effort should not exceed the impact of doing nothing for a low volume application.

The 3GPP network determines the status of the third party server.

The third party server recovers from its failure.
The third party server informs the 3GPP network, or the 3GPP network determines that the third party server has recovered from its failure.

The 3GPP network allows normal traffic flows to the third party server to resume.

4.2.4
Post-conditions

Unproductive 3GPP network traffic was reduced or eliminated during the time the adverse server condition existed.
4.2.5
Potential Requirements
The 3GPP network shall be able to detect that an application on a third party server, or the third party server as a whole, is not responding to traffic sent to it.

The 3GPP network shall be able to control traffic from UE-based applications to the affected application on the third party server, or to the third party server itself while not affecting traffic to other third party servers.

The 3GPP network shall be able to receive an indication from the third party server when normal operation resumes.

The 3GPP network shall be able to detect that an application on a third party server, or the third party server as a whole, has resumed normal operation.

Note: This requirement addresses the situation where a third party server does not inform the 3GPP network that it has recovered.
4.3
<Descriptive use case name #3>
4.3.1
Description
Text to be provided.
4.3.2

Pre-conditions 

Text to be provided.
4.3.3
Service Flows

Text to be provided.
4.3.4
Post-conditions

Text to be provided.
4.3.5
Potential Requirements
Text to be provided.
5
Considerations
5.1
Considerations on security
5.2
Considerations on….

6
Potential requirements

6.1
Consolidated Requirements
Text to be provided.
7
Conclusions and Recommendations
Text to be provided.
Annex <X>:
Change history
	Change history

	Date
	TSG #
	TSG Doc.
	CR
	Rev
	Subject/Comment
	Old
	New

	2014 08 18
	SA1 67
	S1-143094
	
	
	Initial skeleton
	n/a
	0.1.0

	2014 08

22
	SA1 67
	S1-143458
	
	
	Reflects agreements at this meeting
	0.0.1
	0.1.0

	
	
	
	
	
	
	
	


