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Introduction

In RAN 1 #122, the following agreement was made for use case identification:

	Agreement
For 6GR AI/ML use cases identification/categorization, for each (sub-)use case proposed, proponent companies are encouraged to study and report the following: 
· Definition of each (sub-)use case, including at least AI/ML model input/output
· The evaluation assumption, methodology, KPIs, benchmark, and preliminary simulation results
· Assumption on training types, e.g.,
· offline training, online training/finetuning
· Label construction (if applicable), including whether/how to obtain label data for model training
· Assumption on model location for inference, e.g., UE-sided model, NW-sided model, and two-sided model
· Collaboration/interaction between UE and NW, e.g., 
no collaboration/interaction
UE/Network collaboration targeting at separate or joint ML operation
· High level potential specification impact 



This paper summarized the proposed use cases for 6GR study on AI/ML. 
Use cases
CSI prediction and CSI-RS overhead reduction 
Proposed observation 2.1:

[24 sources] provided preliminary simulation results and analysis on low overhead CSI-RS or CSI prediction with AI/ML.
· [23 sources] provided preliminary simulation results and analysis on CSI-RS overhead reduction in frequency and/or spatial domain with AI/ML. Details can be found in Table A.
· [4 sources] provided preliminary simulation results (or by citing to NR study for CSI time domain prediction) and analysis on CSI time domain prediction with AI/ML. Details can be found in Table B.
· [3 sources] provided preliminary simulation results and analysis on CSI prediction cross carrier/frequency block with AI/ML. Details can be found in Table B.
· [2 sources] provided preliminary simulation results and analysis on CSI interpolation across analog beams with AI/ML. Details can be found in Table B.
· [2 sources] provided preliminary simulation results and analysis on CSI prediction with antennas port on/off with AI/ML. Details can be found in Table B.
· Besides, one source provided preliminary simulation results and analysis on LT-CI aided CSI prediction (Huawei), Tokenized CSI prediction (Huawei), and time domain CSI prediction combining CSI-RS and DMRS measurements (MediaTek). 

Table A
	Sub-use case
	Sub-Case A: sparse CSI-RS in frequency and/or spatial domain with AI/ML

	Supported companies
	(23) Ericsson1, ZTE2, vivo3, OPPO, Xiaomi, CMCC, Huawei4, {CATT, CICTCI}, Samsung, Fujitsu, Apple, Qualcomm5, Kyocera6, Nokia7, {Spreadtrum, UNISOC}8, Interdigital9, Lenovo, LGE10, DoCoMo11, CEWiT, IITM, IIT Kanpur, Tejas

	Model input
	1. Estimated channel matrix over sparse CSI-RS
2. Received RS signal7,8,9
3 Eigenvector2,3 
4 Reported CSI for NW-sided model5,10

	Model output
	1. Full channel matrix
2. PMI 2

	Label
	1. Estimated/ideal channel matrix based on full CSI-RS density
2. Ideal precoding matrix with full dimension3 

	Training types assumption
	offline training

	KPI
	NMSE, SGCS, throughput, ratio of CSI-RS overhead

	Benchmark
	1. non-AI based on full CSI-RS
2. non-AI based on sparse CSI-RS

	Preliminary result
	1.NMSE/SGCS gain over sparse CSI-RS 
2. Reduced CSI-RS overhead with decent estimated CSI
3.Link-level throughput gain1 

	Model location for inference
	UE-sided model, 
NW-sided model2,3,5,6,10,
Two-sided model3,4

	Collaboration/interaction between UE and NW
	As CSI prediction for UE-sided model in NR
As two-sided model for CSI compression4 in NR

	Potential spec impact
	1.Sparse CSI-RS design
2. signalling/ procedure related to LCM
3. Inter-vendor collaboration for two-sided model, when applicable




Table B
	Sub-use case
	Sub-Case B:
CSI time domain prediction
	Sub-case C: 
CSI prediction cross carrier/frequency block
	Sub-Case D:
CSI interpolation across analog beams
	Sub-Case E:
antenna port on/off

	Supported companies
	(4) Ericsson, BJTU, Samsung, Qualcomm
	(3) Samsung, Apple, DoCoMo1
	(2) Samsung, vivo
	(2) vivo, {CATT，CICTCI},

	Model input
	1. channel matrix
over K CSI-RS occasions 

	Channel matrix of frequency block A
	Channel matrix of Set B of beams
	1.Channel matrix of certain antenna pattern
2. Eigenvector of certain antenna pattern

	Model output
	Channel matrix of future instances
	Channel matrix of frequency block B
	Channel matrix of Set A of beams
	1.Channel matrix of other on/off antenna patterns
2. Eigenvector of other antenna patterns

	Label
	Channel matrix (explicit H) in the angle-delay domain corresponding to the target frequency
	Channel matrix of frequency block B
	Channel matrix of Set A of beams
	
1. Ideal channel matrix of the target on/off pattern 
2. Ideal eigenvector matrix of the target on/off pattern 

	Training types assumption
	offline training
	offline training
	offline training
	offline training

	KPI
	NMSE, SGCS, throughput, [ratio of CSI-RS overhead]
	SGCS, NMSE, throughput, ratio of CSI-RS overhead 
	SGCS, NMSE, throughput, ratio of CSI-RS overhead
	NMSE, SGCS, throughput, CSI feedback overhead

	Benchmark
	
	1.Ground truth of target frequency block
2. Sample and hold 
	Ground truth of Set A of beams
	

	Preliminary result
	As CSI prediction in NR
	Decent SGCS
	Decent SGCS
	1. Decent SGCS
2. CSI feedback overhead reduction 

	Model location for inference
	UE-sided model
	UE-sided model
NW-sided model1
	UE-sided model
	UE-sided model

	Collaboration/interaction between UE and NW
	As CSI prediction in NR
	As CSI prediction in NR
	As CSI prediction in NR
	As CSI prediction in NR

	Potential spec impact
	As CSI prediction in NR
	1. Cross carrier/frequency switching procedure enhancement based on predicted CSI
2. signalling/ procedure related to LCM
	1.CSI-RS configuration for predicted beams
2. signalling/ procedure related to LCM
	1.CSI-RS configuration for predicted antenna ports patten
2. signalling/ procedure related to LCM




	Company
	Support or not
	Comment

	FL
	
	Intention is to agree on the above as observation.
In addition, I suggest to delete the part marked as grey, because no evaluation results provided. 
Please share your view and comment 

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



DMRS design with AI receiver
Proposed observation 2.2:

[23 sources] provided preliminary simulation results and analysis on low overhead DMRS with AI/ML receiver.
· [22 sources] provided preliminary simulation results and analysis on sparse orthogonal DMRS in frequency and/or time domain with AI/ML receiver. 
· [8 sources] provided preliminary simulation results and analysis on superimposed pilot with AI/ML receiver. 
· [4 sources] provided preliminary simulation results and analysis on DMRS free with AI/ML receiver. 
· Details can be found in Table C.

Table C
	Sub-use case
	Sub-case A: 
Sparse orthogonal DMRS in frequency and/or time domain
	Sub-case B:
Superimposed pilot
	Sub-case C: 
DMRS free

	Supported companies
	(22) Nokia1, Futurewei2, Ericsson3, ZTE4, {Spreadtrum, UNISOC}5, Interdigial6, vivo7, xiaomi8, CMCC9, {CATT, CICTCI}10, Fujitsu11, Apple12, Samsung13, Kyocera14, Lenovo15, Huawei16, Qualcomm 17, Ofinno18, NVIDIA19, MediaTek20, Lekha21, LGE22
	(8) vivo 1, CMCC 2, ZTE3, Lenovo4, Huawei5, OPPO6, NVIDIA7, LGE8
	(4) InterDigital1, Huawei2, NVIDA3, MediaTek4

	Model input
	1. Received signal of target REs1,2,3,8,9,12,14,15,16,18 ,20,21[and transmitted target REs9,13,19]
2. Raw estimated channel at DMRS7,11
3. Received signal and raw estimated channel at DMRS10
	1. Received signal of target RE2,3,4,5,6,7,8
2. Raw estimated channel (in time/doppler domain) 1

	Received signal 

	Model output
	1. Estimated channel at all REs5,8,9, 12, 13,16,17,18,19,21
2. LLRs1,2,3, 13,15,19,20
3. Estimated channel at DMRS RE13
	1. Estimated channel at all REs1,3,4,5,6,8
2.LLR2,5,6,7
	LLR

	Label
	1. [Approximately] ideal channel 5,7,8,9,12,13,17,18
2. Reference transmission of known sequence/data1,2,3,13,15
3. Label free6, 13,21
	1. Reference transmission of known sequence/data 2,3
2. [Approximately] ideal channel 1

	Constellation points of data channel 

	Training types assumption
	offline training

	offline training
	offline training

	KPI
	MSE, BLER, throughput
	BLER, throughput
	BLER, throughput

	Benchmark
	With ideal channel
With conventional receiver with sparse or legacy DMRS
	With ideal channel
With conventional receiver with legacy DMRS overhead
	With ideal channel
With conventional receiver with legacy DMRS overhead

	Preliminary result
	Higher MSE
BLER gain
Throughput gain
	BLER gain
Throughput gain 
	BLER gain
Throughput gain

	Model location for inference
	UE-sided model or NW-sided model
	UE-sided model or NW-sided model
	UE-sided model 1
NW-sided model3,4
Two-sided model2

	Collaboration/interaction between UE and NW
	No
	No
	No for one-sided model 
As for two-sided model in NR


	Potential spec impact
	1. DMRS pattern design
2. RAN 4: Demo requirement 
3. Signalling/ procedure related to LCM for UE and/or NW sided model

	1. DMRS pattern design
2. RAN 4: Demo requirement 
3. Signalling/ procedure related to LCM for UE and/or NW sided model
	1. RAN 4: Demo requirement 
2. Signalling/ procedure related to LCM for UE and/or NW sided model or two-sided model (including inter-vendor calibration)
3. Downloaded modulation constellation 4




	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide the potential spec impact on DMRS free with AI receivers. 

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



CSI compression and feedback

Proposed observation 2.3:

[13 sources] provided preliminary simulation results and analysis on CSI compression and feedback with AI/ML receiver.
· [10 sources] provided preliminary simulation results and analysis on CSI compression with joint source and channel coding (JSCC), and/or modulation (JSCM) with two-sided model.
· [4 sources] provided preliminary simulation results and analysis on CSI compression with linear projection and NW-sided model with NW-sided model.
· [2 sources] provided preliminary simulation results and analysis on CSI feedback with downloadable basis/codebook with NW-sided model.
· Besides, one source provided preliminary simulation results and analysis on Joint CSI prediction and compression (BJTU), Joint CSI Estimation and Compression with DMRS overhead reduction (BJTU), Multi-beam CSI compression for HBF (vivo), JSCC with legacy modulation constellation with NW-sided model ({Pengcheng, ZGC}), SRS fusion (Qualcomm), Vector quantization codebook enhanced CSI compression (BUPT, ZGC).
· Details can be found in Table D.

Table D
	Sub-use case
	Sub-case A: 
CSI compression with joint source and channel coding (JSCC), and modulation (JSCM)
	Sub-case B:
CSI compression with linear projection and NW-sided model
	Sub-case C: 
DLable basis/codebook

	Support companies
	(10) ZTE1, Samsung2, vivo3, {Pengcheng, ZGC}, Lenovo, OPPO, MediaTek4, CMCC, Fujitsu, Apple
	(4) BJTU, Samsung, {BUPT, ZGC}, OPPO
	(2) ZTE, Samsung

	Model input
of decoder [or model output of encoder, when applicable]
	Compressed CSI bits 
or complex values, [and estimated channel based on SRS2,3]
	Compressed CSI information (complex values) [and estimated channel based on SRS]
	Amplitudes and phases obtained by a look up table based on feedback CSI bits

	Model output of decoder [or model input of encoder, when applicable]
	1.Eigenvectors
2.Explicit H1,2,3,4
	1.Eigenvectors
2.Explicit H
	Eigenvectors
Explicit H


	Label
	1.Eigenvectors
2.Explicit H1,2,3,4
	1.Eigenvectors
2.Explicit H
	Eigenvectors


	Training types
	Offline training
	Offline training
	Offline training

	KPI
	SGCS, NMSE, SE, UPT
	SGCS, NMSE, SE, UPT, UE complexity
	UPT vs overhead

	Benchmark
	eType II
NR separate source and channel coding
	eType II
NR separate source and channel coding
JSCM with two-sided model
	eType II

	Preliminary result
	Better performance than benchmark, especially in low SNR range
	1.Better performance than eType II, especially in low SNR range
2. [Slight] lower performance than JSCM with two-sided model but much lower UE complexity
	Better performance than benchmark

	Model location for inference
	Two-sided model
	NW-sided model
	NW-sided model

	Collaboration/interaction between UE and NW
	As for two-sided model in NR 
	no collaboration
or
DLable matrix or generated matrix based on configured parameters
	DLable basis 

	Potential specification impact
	1. Necessary signalling/ procedure to support JSCC/JSCM
2. Signalling/ procedure related to LCM for two-sided model including inter-vendor collaboration 
	1. Projection matrix related signalling/procedure 
2. Signalling/ procedure related to LCM with NW-sided model
	1. Downloadable basis related signalling/procedure
2. Signalling/ procedure related to LCM with NW-sided model




	Company
	Support or not
	Comment
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AI for beam management and extension
Proposed observation 2.4:

[13 sources +] provided preliminary simulation results (or cite to NR AI/ML for beam management simulation results) and analysis on AI/ML for beam management and extension.
· [5+ sources] provided preliminary simulation results (or cite to NR AI/ML for beam management simulation results) and analysis on inter-cell/TRP beam prediction and management.
· [4+ sources] provided preliminary simulation results and analysis on cross frequency band beam prediction.
· [4+ sources] proposed to support DL Tx beam prediction based on the NR study on AI/ML for beam management and [2 sources] support Tx-Rx beam pair prediction based on the NR study on AI/ML for beam management. 
· [3+ sources] provided preliminary simulation results (or cite to NR AI/ML for beam management simulation results) and analysis on beam prediction for initial access.
· Besides, the following sub-use cases are proposed by one source: Pathloss prediction (Nokia), reinforcement learning-based approach beam selection (Nokia), beam prediction for high-speed train: (BJTU), RRM measurement/RLF prediction (BJTU), positioning assisted beam prediction (Huawei), L1/L2 mobility(NAVIDA), Spatial/temporal beam prediction for unified mobility(Qualcomm)
· Details can be found in Table E.


Table E
	Sub-use case
	Sub-case A: 
Inter-Cell/TRP beam prediction and management
	Sub-Case B:
Cross frequency beam prediction
	Sub-Case C:
Time/Spatial domain DL Tx beam prediction
	Sub-Case D:
Beam prediction for initial access

	Supported companies
	(5+) Nokia, ZTE, xiaomi, CEWiT, DoCoMo, [LGE]
	(4+) Futurewei1, xiaomi2, Apple3, Qualcomm4, [Panasonic, LGE]
	(5) [Ericsson1, BJTU, Samsung, Qualcomm, Nokia2]
	(3+) Huawei, vivo, Qualcomm, [Samsung, ZTE, LGE, Apple]

	Model input
	Measurements from Set B of multiple TRPs/Cells or of some TRPs/Cells
	1. CSI-RS measurement for one or multiple FR1 cells1,3
2. L1 measurements in one frequency2,4
	Measurements from Set B 
	Measurements from Set B of SSB

	Model output
	Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted measurements from Set A of multiple TRPs/Cells or from Set A of each TRP/Cell [of current or future time instance]
	1. FR2 cell/beam related information1,3
2. beam related information of another frequency2,4 
[of current or future time instance]
	Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted measurements from Set A [of current or future time instance]
	Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted measurements from Set A [of current or future time instance]

	Label
	Measurements [or Top beams] of Set A
	Measurements on the target frequency
	As NR study on AI for BM
	Measurements [or Top beams] of Set A

	Training types assumption
	offline training
	offline training
	offline training
	offline training

	KPI
	Prediction beam/measurement accuracy 
Throughput 
RS overhead reduction, Complexity.
	Prediction beam/measurement accuracy 
RS overhead reduction,
	As NR study on AI for BM
	SGCS, NMSE, throughput, ratio of CSI-RS overhead

	Benchmark
	Based on Set A
Based on Set B
	Based on measurements on the target frequency
	As NR study on AI for BM
	Based on Set A
Based on Set B

	Preliminary result
	Higher/good prediction accuracy
RS overhead reduction
	1. Decent SGCS
2. CSI feedback overhead reduction 
	As NR study on AI for BM
	Decent prediction accuracy

	Model location for inference
	UE-sided model or NW-sided model
	UE-sided model or NW-sided model
	UE-sided model or NW-sided model
	UE-sided model or NW-sided model

	Collaboration/interaction between UE and NW
	As NR AI for BM
	As NR AI for BM
	As NR AI for BM
	As NR AI for BM

	Potential spec impact
	1. Inter-Cell/TRP beam management related singling/procedure
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	1. SCell/frequency range activation procedure(of any) based on prediction beam 
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	As NR AI for BM
	1. Initial access related procedure 
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model




	Company
	Support or not
	Comment

	FL
	
	For BM, the proposed use cases that can be derived based on NR AI/ML for beam management study are also considered, if the companies reported detailed information according to the agreement in last meeting. many other companies also support this use case, which can be found in excel. 

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



AI based (De-)Modulation

Proposed observation 2.5:
[5 sources] provided preliminary simulation results and analysis on (de)modulation related design with help of AI/ML or AI/ML receiver.
· [4 sources] provided preliminary simulation results and analysis on modulation constellation design with the help of AI and with non-AI or AI receiver.
· [2 sources] provided preliminary simulation results and analysis on AI-based modulation and precoding with two-sided model.
· Details can be found in Table F.
Table F
	Sub-use case
	Sub-use case A:
AI-based (de)modulation 
	AI-based modulation and precoding

	Support companies
	(5)ZTE1, OPPO2, vivo3, Lenovo4, Xiaomi5
	(2)ZTE, OPPO

	Model input
	1. Information bits1,2,5
2. Received signal3
3. Channel characterization [and modulation order] 3,4 
	Encoder: information bits
Decoder: Soft LLR

	Model output
	1. Constellation 1,2,5
2. LLR3
3. Probability 4
	Encoder: modulated symbols after layer mapping
Decoder: information bits

	Label
	1. Information bit1,2,5
2. Label free4
	 Information bit

	Training types
	Offline training
Online training5
	 Offline   

	KPI
	BLER
	BLER

	Benchmark
	Conventional constellations with uniform spacing
	NR modulation and layer maping

	Preliminary result
	0.11~0.8dB gain with different modulation order in AWGN channel 3,5
up to 1dB gain in AWGN channel 1
> 1dB gain in AWGN channel 2,4
	1 dB gain
Up to 2.3dB gain 

	Model location for inference
	1.NA (AI for constellation design with legacy receiver) 1,2,5
2.NW-sided model3
	 Two-sided

	Collaboration/interaction between UE and NW
	NA
	As for two-sided model in NR

	Potential specification impact
	1. Constellations desgin [and downloading mechanism]
2. Signalling/ procedure related to LCM for NW-sided model
	1. Modulation design and layer mapping design
2. Signalling/ procedure related to LCM for two-sided model including inter-vendor collaboration



	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	




AI for DPoD/DPD/none-linearity handling 

Proposed observation 2.6:

[5 sources] provided preliminary simulation results and analysis on AI-based none-linearity handling at transmitter or receiver. 
· [5 sources] provided preliminary simulation results and analysis on AI-based DPoD/None-linearity compensation at receiver.
· [2 sources] provided preliminary simulation results and analysis on AI-based DPD at transmitter.
· Details can be found in Table G.
Table G
	Sub-use case
	Sub-use case A:
AI-based DPoD/None-linearity compensation
	Sub-use case B:
AI-based DPD 

	Support companies
	(5) Samsung1, Ericsson2, OPPO3, vivo4, Huawei5
	(2) vivo, Huawei

	Model input
	1. Information bits1,2,5
2. Received signal3
	Time domain samples before pre-distortion

	Model output
	1. Compensated signal in time domain1,2,5
2. Soft bits2,3

	Time domain samples after pre-distortion

	Label
	1. DMRS1
2. Known bit sequence2,3
	Time domain samples

	Training types
	Online training/finetune1
Offline training

	 Offline   

	KPI
	BLER, MPR, EVM, throughput
	BLER, EVM, MPR

	Benchmark
	Without compensation
	No DPoD

	Preliminary result
	1~3dB BLER gain in mid/high modulation order1,3,4
~3-7dB MPR gain5
~100% link-level throughput gain in mid/high SNR2
	1~3dB BLER gain in mid/high modulation order
EVM gain  

	Model location for inference
	1.NA (AI for constellation design with legacy receiver) 1,2,5
2.NW-sided model3
	 UE-sided

	Collaboration/interaction between UE and NW
	NA
	As for two-sided model in NR

	Potential specification impact
	1. RAN 4 requirements
2. UE capability report
3. DMRS design/selection, Tx power determination
4. Data collection and performance monitoring for offline training.
	1. RAN4 requirements 
2. Dedicated signal (RS/data) for training or monitoring data collection for AI/ML DPoD.




	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



AI for TMPI

Proposed observation 2.7:

[3 sources] provided preliminary simulation results and analysis on AI-based UL TMPI with details in Table H
Table H
	Use case
	AI based UL TPMI

	Supported companies
	(3)vivo1, Fujitus2, Samsung3

	Model input
of decoder or model output of encoder
	multi-bit payload

	Model output of decoder or model input of encoder
	(Reconstructed) eigenvectors of UL channel

	Label
	Estimated eigenvectors of UL channel based on SRS measurement

	Training types
	offline training
online finetune1

	KPI
	SCGS, BLER

	Benchmark
	NR TPMI codebook

	Preliminary result
	1~5dB BLER gain1
10%~90% SGCS gain2,3

	Model location for inference
	N/A [downloadable UL codebooks are used in model-transparent manner] 1,3
Two-sided model1,2

	Collaboration/interaction between UE and NW
	No collaboration for DLable UL codebook
As for NR two-sided model

	Potential specification impact
	1.The procedure related to the download of UL codebooks 
2. LCM procedure to facilitate the training of the downloadable UL codebooks or for two-sided model including inter-vendor collaboration



	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



AI for SRS

Proposed observation 2.8:

[3 sources] provided preliminary simulation results and analysis on low overhead SRS with AI/ML with details in Table I.
Besides, one source provided preliminary simulation results and analysis on low PAPR SRS sequence design with help of AI/ML. 
Table I
	Use case
	Low overhead SRS with AI/ML

	Supported companies
	(3) {Spreadtrum, UNISOC}, vivo1, Huawei

	Model input
	Received SRS

	Model output 
	Estimated channel

	Label
	Ideal channel

	Training types
	Offline training

	KPI
	SCGS, throughput

	Benchmark
	Legacy SRS
Ideal channel

	Preliminary result
	Similar SGCS with more overhead
20%~30% throughput gain in low SNR region1

	Model location for inference
	NW-sided model

	Collaboration/interaction between UE and NW
	No collaboration 


	Potential specification impact
	1.Sparse SRS pattern design 
2. Signalling/ procedure related to LCM for NW-sided model



	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



AI for PAPR reduction for waveform
Proposed observation 2.9:

[3 sources] provided preliminary simulation results and analysis on AI/ML for PAPR reduction with details in Table J.

Table J
	Use case
	AI/ML based transform precoding for PAPR reduction

	Supported companies
	(3)vivo1, Samsung2, Huawei3

	Model input of decoder or model output of encoder
	Biased symbol in frequency domain

	Model output of decoder or model input of encoder
	the modulated symbol in frequency domain

	Label
	Label free2
HPE waveform1

	Training types
	offline training

	KPI
	SGCS, BLER, CCDF of PAPR(UL), throughput (DL)

	Benchmark
	DFT-s-OFDM
HPE waveform

	Preliminary result
	>1dB PAPR gain1
3-4dB PARP gain2,3

	Model location for inference
	Two-sided model

	Collaboration/interaction between UE and NW
	As for two-sided model in NR 

	Potential specification impact
	1. Signaling/ procedure related to LCM for two-sided model including inter-vendor collaboration 



	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



AI for Sequence based HARQ-ACK

Proposed observation 2.10:

[2 sources] provided preliminary simulation results and analysis on AI/ML for sequence based HARQ-ACK feedback with details in Table K.
Table K.
	Use case
	AI/ML for sequence based HARQ-ACK feedback

	Support companies
	(2)Qualcomm1, vivo2

	Model input
	HARQ ACK/NACK bit sequence

	Model output
	Learn sequences

	Label
	HARQ ACK/NACK bit sequence 

	Training types
	Offline training

	KPI
	BLER

	Benchmark
	NR RM code for short block length with Maximum Likelihood (ML) receiver

	Preliminary result
	3-6 dB SNR gain1
1.1-1.9dB SNR gain 2

	Model location for inference
	NW sided model
or NA

	Collaboration/interaction between UE and NW
	Learned codebook or downloadable codebook for HARQ-ACK

	Potential specification impact
	Learned sequence (HARQ-ACK codebook) design or signaling for downloadable
Monitoring related procedure, if needed 




	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



RAN for token traffic

Proposed observation 2.11:

[2 sources] provided preliminary simulation results and analysis on RAN for token traffic with details in Table L. Besides, one resource provided preliminary simulation results and analysis on RAN assisted Token communication considering spatio-temporal correlation.
Table L.
	Use case
	RAN for token traffic

	Support companies
	(2) Huawei1, OPPO2

	Model input
	UE side:
• Input: Raw data (e.g., image/video/audio, etc.)
NW or OTT server side: 
• Input: Tokens or filtered tokens with stamps by RAN

	Model output
	UE side:
• Output: Tokens (e.g., tokenized image/video/audio)
NW or OTT server side: 
• Output: Inference results for downstream tasks/Raw data of multiple modalities

	Label
	Label free

	Training types
	Offline training at OTT, transparent to RAN

	KPI
	Supported number of UEs, achievable throughput 

	Benchmark
	NR scheduling/HARQ mechanism 

	Preliminary result
	10~30% number of UEs increasing

	Model location for inference
	The tokenizer model is at UE (e.g., an encoder).
The de-tokenizer model is at NW or OTT server side (e.g., a decoder).

	Collaboration/interaction between UE and NW
	NA

	Potential specification impact
	• Service awareness in RAN
• Spec impact on token error identification, new scheduling and HARQ



	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



Other use cases
Proposed observation 2.12:

The following use cases were proposed by one source with preliminary simulation results and analysis: pathloss prediction (Nokia), AI based UL closed-loop power control (Nokia), prior-information-aided DCI decoding (CMCC), lossless DCI compression (CMCC), early contention resolution in RACH(Ofinno), sensing based RAN digital twin construction with NW-side AI/ML model (Huawei), AI/ML-enabled RAN digital twin with distributed model (Huawei), interference Prediction(vivo), site specific learning for AI/ML and RAN digital twin (Deepsig)

	Company
	Support or not
	Comment

	FL
	
	Anything I missed.
Pls note that, this is only for the one with evaluation results. 

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



Overall 

Proposal 1: 
TBD
Framework and evaluation
Evaluation and KPIs
Several companies discussed aspect on EVM and KPIs. Several companies proposed for comprehensive evaluation of AI/ML use cases by considering KPIs including system performance, system and model complexity, inter-vendor collaboration complexity, power consumption. In addition to intermediate and system KPIs that were adopted in 5G NR, companies proposed new KPIs such power consumption and inference latency to be considered in 6GR. 

Proposal 3.1 : 
For evaluation of AI/ML use cases in 6GR, consider
· Performance related metrics, including intermediate (model) performance KPIs, link level KPIs (e.g., BLER) and system level KPIs (e.g., throughput, overhead) 
· Where the overhead including the overhead associated with inferencing, performance monitoring and (re)training
· AI/ML Model related metrics, including model/computational complexity, inference latency, training latency (when applicable), 
· FFS on whether/how to measure power consumption 
· Inter-vendor collaboration when applicable
· Generalization performance under a wide range of conditions
· FFS on whether and how to consider realistic deployment scenarios
Note: Detailed metrics to be discussed per use case.

	Company
	Comment

	FL
	Leftover from last meeting. 
The red part may need to explained by proponent companies

	
	

	
	

	
	

	
	

	
	

	
	



 
LCM framework
Many companies proposed enhancement on NR’s LCM, encompassing aspects such as data and model management, including model transfer, applicability of the associated ID, support for localized models, advanced training methods, e.g., online and federated learning, meta-learning for handling network-side additional conditions. Moreover, a number of companies proposed to 5G NR’s LCM framework including functionality-based LCM as a starting point. Enhancement on AI/ML processing unit framework was proposed by a few companies, e.g., 1 company (Samsung) proposed to introduce AI/ML memory unit (MU) on the concurrently activated AI/ML feature/models

Proposal 3.2: 
For 6G LCM framework for AI/ML for air interface, consider the 5G NR AI/ML LCM framework as adopted in 5G Rel-19 specifications (e.g., TS38.331) as a starting point. 
· Study the necessity of potential enhancements for LCM, and if justified, the enhancement details. The examples to study include:  
· Data and model management 
· Handling of additional conditions 
· Enablers for continuous (online) on-device model training/finetuning
· framework for AI/ML processing and memory
[Note: the study strived to provide a unified LCM across use cases]

	Company
	Comment

	FL
	Some modification according to Ericsson’s proposal

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




Data collection framework 
A number of companies discussed data collection framework in their contribution. The following summarizes the discussion points 
1. Enhancement in the data collection framework for future-proof and unified (across working groups) design. 
2. Scope and restrictions, e.g., whether to restrict data collection to use cases or to support generic purpose data collection.
3. Whether to introduces a new AI/ML data management plane 
Some of the proposals may not be under the realm of RAN1. However, RAN1 may identify requirements which may consequently suggest enhancement in the relevant working group. With this in mind, the RAN1 study may focus in identifying requirements that may lead to data collection framework enhancement.

Conclusion 3.3: 
For AI/ML study in 6GR, RAN1 to study on the content and format for data collection for each use case. 

	Company
	Comment

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	





Proposal for online

TBD

Appendix
RAN 1 #122
Agreement
For 6GR AI/ML use cases identification/categorization, for each (sub-)use case proposed, proponent companies are encouraged to study and report the following: 
· Definition of each (sub-)use case, including at least AI/ML model input/output
· The evaluation assumption, methodology, KPIs, benchmark, and preliminary simulation results
· Assumption on training types, e.g.,
· offline training, online training/finetuning
· Label construction (if applicable), including whether/how to obtain label data for model training
· Assumption on model location for inference, e.g., UE-sided model, NW-sided model, and two-sided model
· Collaboration/interaction between UE and NW, e.g., 
no collaboration/interaction
UE/Network collaboration targeting at separate or joint ML operation
· High level potential specification impact 
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