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**1. Introduction**

The Study on Spatial Computing for AR Services (FS\_ARSpatial) was approved during SA#104 meeting. The objectives of the study include identifying where spatial computing functions run and which media, metadata, and description formats are used for exchange between these elements based on the architecture defined in the TS 26.506, notably in split processing scenarios.

This document provides a mapping of spatial computing functions to the generalized IMS DC architecture to support AR communication described in TS 26.264.

**2. Reason for Change**

The mapping of network functions related to spatial computing into the general IMS DC architecture to support spatial computing functions in AR communication services.

**3. Proposal**

It is proposed to agree the following changes to 3GPP TR 26.819 v0.4.0.

\* \* \* First Change \* \* \* \*

### 7.5.3 Potential mapping to Generalized IMS DC Architecture

#### 7.5.3.1 General

A potential mapping of the spatial computing function into the IMS architecture is shown in Figure 7.5.3.1-1.

 

Figure 7.5.3.1-1: Generalized IMS DC Architecture to support Spatial Computing.

Spatial Computing AR MTSI Client (SR-ARMTSI Client): An AR-MTSI Client, that is responsible for acquiring the UE media capabilities and interacting with the MF during the spatial computing process.

The following reference points from Figure 7.5.3.1-1 are used to enable spatial computing over IMS:

- Mb: Reference point to enable spatial computing between UE and MF.

- Gm: Reference point to support communication between UE and IMS, as specified in TS 23.228 [50].

- MDC1: Reference point for transport of data channel media between data channel media function and DCSF. MF terminates the bootstrap data channel from the UE and forward HTTP traffic between UE and DCSF via MDC1, as specified in TS 23.228 [50].

- MDC2: Reference point for transport of data channel media between data channel media function and AR Application Server, for spatial computing functions between application server to MF. MF relay traffic on A2P/P2A application data channels between the UE and the AR Application Server via MDC2, as specified in TS 23.228 [50].

The following reference points are also used to support spatial computing related procedures:

- DC1: Reference point between the DCSF and the IMS AS, as specified in TS 23.228 [50].

- DC2: Reference point between the IMS AS and MF, for spatial computing related data channel media resource management, as specified in TS 23.228 [50].

- DC3: Reference point between the DCSF and NEF, as specified in TS 23.228 [50].

- DC4: Reference point between the DCSF and AR Application Server, as specified in TS 23.228 [50].

- N33: Reference point between NEF and AR Application server, network exposure to enable spatial computing related applications, as specified in TS 23.501 [51].

NOTE: DC5, ISC, and N5 are out of scope.

#### 7.5.3.2 Call flow for session set up and operation

The general procedure for spatial computing session establishment and operation is shown in the call flow in Figure 7.5.3.2-1.



Figure 7.5.3.2-1: General procedure for session establishment and operation in IMS DC architecture.

The steps are as follows:

0: The UE initiates an IMS session, including bootstrap data channel establishment, with the originating Media Function.

1: UE sends a request to IMS AS to establish an application data channel for a spatial computing session. The UE can initiate a request for spatial computing session establishment if its spatial computing capabilities cannot meet the related compute and rendering requirements. The UE calculates which operations and spatial computing functions it can perform based on its status and decides which functions to be performed in the UE and which be run in the IMS network.

2: The IMS AS sends DCSF the event notifications including spatial computing related information.

3: The DCSF receives event notifications from the IMS AS and processes the session establishment request based on the information in the notification (i.e. associated spatial computing related information). The DCSF manages (if applicable) application data channel resources at the MF which meet the spatial computing request, to instruct IMS AS to terminate the media flow of the UE to the SC Function.

4 and 5: The IMS AS receives the data channel control instructions from the DCSF and accordingly interacts with the MF via DC2.

6: The IMS AS sends a spatial computing session establishment request to the AR AS via the DCSF. The request may include the spatial computing functions to be run in the IMS network.

7: The AR AS sends a description of the spatial computing output to the IMS AS via the DCSF.

8: The IMS AS sends the media resource allocation request to the Media Function, to reserve spatial computing resources for the UE.

9: When the resources are allocated successfully, the MF returns a successful response to the IMS AS.

10: The IMS AS returns a successful response to the UE.

11: Successful spatial computing session is established between the UE and MF through the application data channel.

12: The MF exposes its current capabilities and resources to the DC-AS. The information exposed may be the hardware and software stack and the resources currently available at the MF, including the supported spatial computing functions.

13: AR AS selects resources at the MF and asks MF to reserve these resources.

14: AR AS transfers application source data, for example scripts and scene graph, and graphical assets to the MF.

15: UE relevant application source data is sent to the UE.

16: UE and MF negotiate the spatial computing session configuration.

17: MF configures which spatial computing functions are to be used in the session.

18: UE sends a request to invoke a spatial computing function.

19: UE may also upload any data required as input to the desired spatial computing function. This data could be for example sensor data collected by the UE.

20: The MF runs the spatial computing function and return the resulting spatial descriptor to the UE.
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