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1. Introduction
This paper updates the KI #3 to cover missing aspects of the FL.
2. Reason for Change
The existing KI#3 does not capture the different network topologies of the FL, FL clients incentive exposure, FL optimization. These aspects are necessary because FL is used in different domains with different devices like IoT, edge nodes, consumer devices etc. for different use cases. Each use case has its requirements like training in energy-efficient ways for power constraint devices, reduce communication overhead for bandwidth-constrained devices, etc., in addition to the heterogeneity in devices and FL model training. 
Removal of the repeated paragraph.
3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-82 v0.3.0


* * * First Change * * * *
[bookmark: _Toc104797317][bookmark: _Toc122563636][bookmark: _Toc104878314][bookmark: _Toc161045966][bookmark: _Toc95120569]5.3	Key issue #3: Support for federated learning 
Federated Learning (FL) is a machine learning technique that enables multiple FL clients to train a model by exchanging the parameters instead of exchanging/sharing local data set. FL servers perform management of FL operations by maintaining and updating a global ML model, selecting and managing FL clients, performing aggregation strategies, scheduling training in a federated manner, and communicating with FL clients. FL clients provide various aspects of data for FL operations, such as data collection, data preparation, and using data for training and/or inferencing while communicating updates of ML models to FL servers. 
Further, Considering the fact that the FL/ML clients can be deployed on end devices like UEs, there is potentially a very large number of FL/ML clients that can participate in machine learning operations. Out of these potentially large number for FL/ML clients, a set of FL/ML clients can be selected for performing various machine learning tasks. Due to various factors like mobility, changing capabilities, varying resource conditions, etc, the set of UEs (hosting FL/ML clients) that can participate in federated / distributed learning changes over time and may change more frequently. Also, the model information that is exchanged between FL/ML clients and the machine learning servers could also be huge, considering the large machine learning models. So, there will be frequent need for changing the member FL/ML clients that can participate in federated/distributed machine learning operations and also frequently the need to distribute the model information. These heterogeneities in devices, and communication conditions(like poor coverage, mobility, resource scheduling), FL requirements for model training differ with each use case.  Therefore there is also a need to support the optimization of the FL: 
For example, the FL in the IoT domain is subject to the energy-efficient, ie. IoT devices want to save power while training. For time-critical use cases, it is subject to faster convergence to make sure an updated global model is available for the clients to use. Moreover, the FL clients can be in a varying network condition like poor coverage, mobility, which could bring a lot of communication overhead, retransmissions, RLF, etc. impacting the model training, and convergence of the FL. 

Further, Considering the fact that the FL/ML clients can be deployed on end devices like UEs, there is potentially a very large number of FL/ML clients that can participate in machine learning operations. Out of these potentially large number for FL/ML clients, a set of FL/ML clients can be selected for performing various machine learning tasks. Due to various factors like mobility, changing capabilities, varying resource conditions, etc, the set of UEs (hosting FL/ML clients) that can participate in federated / distributed learning changes over time and may change more frequently. Also, the model information that is exchanged between FL/ML clients and the machine learning servers could also be huge, considering the large machine learning models. So, there will be frequent need for changing the member FL/ML clients that can participate in federated/distributed machine learning operations and also frequently the need to distribute the model information.
The FL can be organized into centralized FL or decentralized FL network topologies. The centralized FL involves a central server to coordinate the entire FL process. It includes aggregation of local models, coordinating with clients, and sending back model updates to the clients. This architecture may lead to bottlenecks and single point of failure due to centralization. In the decentralized FL, the FL client can communicate with each other for training the global model, exchanging updates without any centralized server. The FL clients are interconnected with each other in a peer-to-peer network. This creates a requirement for the enabler layer and network to understand the network topology, and ensure the desired QoS for the network topologies like QoS on the links between the FL clients.
The FL process depends on the FL client's participation. No training can be done unless the client participates. Since the FL process is subject to communication and clients can drop off during the process where communication is one of the reasons for clients dropping off. To avoid client drop-off, the VAL server can incentivise the FL clients to encourage participation.
This key issue will study:
1.	How to support federated learning at application enablement layers?
2. 	Identify procedures for supporting FL at the application enablement layer, including FL entity discovery, registration, communication, reporting of the FL analytics.
3. 	Whether and how to support the data collection and preparation for FL in the application enablement layer?
4. 	Whether and how to support the management of FL groups (e.g., how to create and manage a group of FL members) during FL operations (e.g., training)? 
5.	Whether and how to support the application server for the distribution of the model information to the FL members/FL clients/ML clients for model training, considering the dynamically changing potential FL members/FL clients/ML clients for model training?
6.	Whether and how to support the management of different network topologies (e.g., centralized, decentralized) for FL and ensure QoS for the network topologies?
7.	Whether and how to provide the exposure and related functionality for VAL applications to support the AIML client like FL client/server incentive service?
8.	Whether and how to provide the exposure and related functionality for VAL applications to support the optimization for the AIML service like FL?

* * * End of Change * * * *
