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1. Introduction
HFL and VFL share commonalities in that data privacy is preserved. However, HFL and VFL training differs in that the same ML model is used by all HFL clients while for VFL training, VFL clients and server use a split ML model – VFL clients for different data domains train with different models from each other and the VFL server manages an output model incorporating intermediate results from the VFL clients (see Figure 1). In Figure 1, there are 3 data domains (Clients 1, 2, and 3) that each train with their own models, which are different from each other. The VFL server manages an output model that integrates intermediate results from each of the VFL clients. During training, intermediate results (e.g. embeddings) are sent from the VFL clients to the VFL server. The VFL server sends gradients to the individual VFL clients to update the client model parameters. In AIMLAPP, the server model may be managed by the AIML enablement server on behalf of the VAL server.
To contrast with VFL training, HFL training consists of HFL clients training with the same model and updating the HFL server with model parameters. The HFL server aggregates the model parameters and sends the updated model parameters to HFL clients for the next round of training. 
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Figure 1. Vertical Federated Learning example [1]
[1] Building a Cloud-Native Architecture for Vertical Federated Learning on AWS | AWS Partner Network (APN) Blog (amazon.com)
Due to the differences in the training, VFL requires a data alignment step to ensure intermediate results from the different domains aligns with each other and with data labels. The following updates reflect additional clarifications to the VFL procedure.
1. Updated Figure 8.18.2-1
2. Updates to steps 1, 3, 4, ,6, and 7
3. Delete the EN after step 5 as VFL training is different from HFL training
4. Delete the last sentence of step 7 as VFL training is different from HFL training

2. Reason for Change
Clarify VFL training procedure in clause 8.18 and distinguish it from HFL training. 
3. Proposal
It is proposed to agree the following changes to 3GPP 23.700-82 V0.3.0.

[bookmark: _Hlk161847145]*** First change ***
[bookmark: _Toc160785416][bookmark: _Toc151544884][bookmark: _Toc510696599][bookmark: _Toc35971391][bookmark: _Toc128732967]
[bookmark: _Toc160785421]8.18	Solution #18: Supporting VFL in Enablement Layer  
[bookmark: _Toc160785422]8.18.1	General
The following clauses specify procedures, information flows and APIs for KI#4 to support VFL among Application Layer multiple UEs.
Pre-conditions:
-	VFL member (e.g. AI/ML Enablement Client which is deployed to an UE) has dataset or can access to data sources or is able to collect data from data producers for the AI/ML operations.
[bookmark: _Toc160785423]8.18.2	Procedure


  
[bookmark: _Hlk162955645][bookmark: _Hlk158648746]Figure 8.18.2-1: Procedure for supporting VFL in Enablement Layer
0. VFL members (AI/ML Enablement Clients which are deployed on UEs) registered their VFL profile to the AI/ML Enablement Server (or A-ADRF). The VFL members may update their status or information in their VFL profile to the AI/ML Enablement Server (or A-ADRF).
1. Consumer (e.g. VAL Server) sends request to the AI/ML Enablement Server for train ML model. The consumer includes an indication for vertical federated learning and other VFL requirements such as ML models, required features for the VFL operation, minimum number of data samples, and minimum number of VFL members.
2. After receiving the request from the consumer, the AI/ML Enablement Server determines that VFL training between domains is needed based on request from the consumer (if the request on VFL been provided in step 1) or local configuration (according to the requirements from the consumer on the AI/ML operations).
3. The AI/ML Enablement Server gets VFL members information and sends ML model training capability evaluation request to the VFL members (AI/ML Enablement Clients which are deployed on UEs). The request message may include e.g. test task, requirements on available time for support VFL operations, ML model, available required features of the dataset from the UE, available data sources, minimum number of data samples, domains of the datasets at the UE. 
4. The VFL members evaluate their capability and availability to join the VFL training process. The VFL members (AI/ML Enablement Clients which are deployed on UEs) run the test task contained in the request in step 5a and judge whether it will join the VFL process. As part of the test task, data alignment between the datasets of the different domains are determined. The VAL server may also provide data labels for the data alignment.  
NOTE:	The procedures for data collection from UE need to take user consent into account.
5. The VFL members (AI/ML Enablement Clients which are deployed on UEs) send response to the AI/ML Enablement Server. The response message includes the decision on whether to join the VFL training process or not, with the reason if not join or with test result if join.
Editor's Note:	Whether to separate step 2,3,4 for the Training Capability Evaluation from this procedure and defined as separate procedure is FFS.
6. The AI/ML Enablement Server determines the VFL members for this VFL training process based on the information received in step 5. The criteria used by the AI/ML Enablement Server include:
· Available data and minimum number of data samples for the same sample among the VFL members
· Feature alignment of the sample/datasets with data labels among the VFL members 
· Available time of the VFL members for support the VFL training operations 
· Capability and minimum number of the VFL members for the VFL training operations
· AIML model information for the VFL members and for the AI/ML Enablement Server
Editor's Note:	Whether and how the above parameters be used is FFS.
7. The AI/ML Enablement Server coordinates the selected VFL members to perform VFL training operations for the VFL process. During VFL training, the VFL members send the AI/ML Enablement Server intermediate results and the AI/ML Enablement Server sends the VFL members gradients to update the model parameters maintain by the VFL member. The procedure for the coordination process is similar as that in the solutions to KI#3 for FL.
7a.	The AI/ML Enablement Server may report to the consumer with the intermediate training status. The consumer may adjust its request on the ML model.
8. The AI/ML Enablement Server sends response to the consumer. The response message may contain trained ML model.


*** End of Changes ***
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