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Comments

This contribution proposes a new potential solution for management model separation.
This pCR is related to WT-3:
WT-3: Study management model for Management Function, including:

WT-3.1: investigate the necessity to decouple of management model and network resource model
WT-3.2: Clarify the usage of management model for different deployment scenarios.
The content of 5.X.1 and 5.X.2 of Detailed Proposal is as previously agreed in the Rel-19 study [1], clause 5.15.  The recommendation at that time being to defer this topic to Rel-20 for further study.
1
Decision/action requested

Approve the proposal.
2
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3
Rationale
The SBMA Architecture defines itself as being model-driven.  A key benefit to a model-driven architecture is the ability to decouple the management capabilities (and implementation) from those of the resources it manages.  In other words, the version of the management system providing a set of management capabilities should be decoupled from the version(s) of the resources it manages.

The SA5 MnS architecture includes mechanisms such as generic services defined in [2] and defines generic management information model to support these in [4].  These services are intended to manage RAN and CN entities, such as those defined in [5] in a consistent manner. 

There is a problem however in how the information model for the management services, and those of the resources it manages, have been defined.  Specifically, although [2] defines generic management objects (e.g. PerfMetricJob) they are defined within the same model as the objects that they manage (e.g. name contained under specific Subnetwork, ManagedElement and/or NF instances).  

This sort of coupling can be particularly problematic for a management system intending to support multiple releases in parallel.  Since the management objects are themselves defined as part of the NRM resources they are subject to differences between releases and versioned along with the NRM resources they manage.  The contents of the management objects do not have to change at similar cadence as the resources though.  E.g. new PMs in a release can be supported without change to the PerfMetricJob IOC, ProvMnS versioning does not have to follow cadence of the resource NRMs it operates upon.
Additionally, the NRM defines Subnetwork and ManagedElement as root objects, meaning any instances of the management objects are confined to the same, and single, namespace as the objects being managed.  In other words, a management system spanning multiple Subnetworks or containing multiple root ManagedElements cannot configure truly common management across multiple root elements.  At least not according to the standardized modelling.

This proposal aims to improve the decoupling of the management domain model from the NRM models. 

The OpenAPI definitions in [2] may also require update to support the new management services model to remove the DN of the managed resources currently embedded in the URLs.  The DN(s) could instead be passed as part of the message payload.
4
Detailed proposal
First change

5.x  Define the management and orchestration model separate from the network resource models allowing multiple subnetwork support
5.x.1 Description
An operator’s preference to partition their network (i.e. into multiple subnetworks) should not impact their ability to manage their network.  

A management system should be capable of simultaneously managing multiple resource model instances (i.e. subnetworks). There are however limitations in the current modelling of the NRM which prevents this
For example, an instance of PerfMetricJob is contained within a particular SubNetwork/ME:
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This creates an artificial split of management objects into multiple instances (e.g. PM jobs, notification subscriptions) to provide management across subnetworks as each management object instance (e.g. PerfMetricJob MOI) can only be configured to manage entities within the same SubNetwork/ME.
For example, two different PerfMetricJob instances are required to allow collection across two subnetworks:

http://operatorA.com/3gppManagement/pm/ProvMnS/v18/SubNetwork=1/.../PerfMetricJob=1

- PerfMetricJob MOIs with scope of SubNetwork=1
http://operatorA.com/3gppManagement/pm/ProvMnS/v19/SubNetwork=2/.../PerfMetricJob=1
- PerfMetricJob MOIs with scope of SubNetwork=2
To better support management system implementations capable of consistently managing multiple resource model instances, the objects required by the management system related to management should be able to be fully decoupled from the NRM models they are managing.

5.x.2 Potential requirements

REQ-MNS-MgmtModel-1: A model for the 3GPP management system shall be defined and exposed by 3GPP management system.

REQ-MNS-MgmtModel-2: The 3GPP management model shall be defined separately from the resource models. 
REQ-MNS-MgmtModel-3: The 3GPP management model shall be capable of managing multiple resource model instances.
REQ-MNS-MgmtModel-4: The 3GPP management model shall be versioned independent of the resource model versions.
5.x.3 Potential solutions

5.x.3.1 Potential solution #1: Add Management and Orchestration Entity Model
A new ‘Management and Orchestration Entity’ (MOE) model is defined.

This new IOC MOE would be a root element implemented in a 3GPP Mgmt System with specific management scope of specified root Subnetwork and ManagedElement (accessible from the 3GPP Mgmt System) instances being managed by a set of 3GPP management and orchestration services. Multiple instances of MOE can be deployed for different management scopes. 
Objects currently defined purely for management purposes would be updated to allow name-containment under MOE, including:

· MnsRegistry

· MnsAgent

· NtfSubscriptionControl

· IntentHandlingFunction

· MDAFunction

Objects defined to support management of network resources would allow optional name-containment under MOE, in addition to their current NRM containments:
· PerfMetricJob

· TraceJob

· ManagementDataCollection

· ThresholdMonitor

· AlarmList

The main change would be the name-containment of these IOCs.  Some of these objects already contain attributes such as objectInstances and rootObjectInstances which can continue to be used to define their scope.

NOTE:  the specific list of IOCs and names is subject to change during the study phase

Following is potential attributes definition for IOC MOE,

	Attribute Name
	S
	isReadable 
	isWritable
	isInvariant
	isNotifyable

	vendorName
	M
	T
	F
	F
	T

	userDefinedState
	M
	T
	T
	F
	T

	locationName
	M
	T
	F
	F
	T

	swVersion
	M
	T
	F
	F
	T


5.x.3.1 Potential solution #2: Redefine ManagementNode NRM
Similar to Solution 1 but instead of defining a new IOC, the existing ManagementNode IOC would be redefined as the management system model implemented in a 3GPP Mgmt System.

ManagementNode IOC would become a root element with management scope of specified root Subnetwork and ManagedElement instances (accessible from the 3GPP Mgmt System) being managed by a common set of 3GPP management services.

All IOCs comprising the management objects currently residing within the common NRM would be updated to allow name-containment within ManagementNode:

Objects currently defined purely for management purposes would be updated to allow name-containment to be name-contained under ManagementNode including:

· MnsRegistry

· MnsAgent 

· NtfSubscriptionControl

Objects defined to support management of network resources would allow optional name-containment under ManagementNode, in addition to their current containments.

· PerfMetricJob

· TraceJob

· ManagementDataCollection

· ThresholdMonitor

The main change would be the name-containment of these IOCs.  Some of these objects already contain attributes such as objectInstances and rootObjectInstances which can continue to be used to define their scope.  

5.x.4 Evaluation of potential solutions
TBD
5.x  Define multiple release support

5.x.1 Description
An operator’s preference to support multiple versions (e.g. R20, R19) in parallel should not impact their ability to manage their network.  

A management system should be capable of simultaneously managing multiple resource model instances of mixed versions in a consistent manner.  There are however limitations in the current modelling of the NRM which prevents this.

Due to a lack of explicit definition in the current specifications, one conclusion that can be drawn is that the inlining of the management related objects in the version specific subtrees of the objects they manage couples the management objects to the same version as the subtree which contains them.  Another interpretation is that MOIs of different versions can be mixed in the same data node tree.  This should be clarified in the specifications.
For example, an instance of PerfMetricJob is contained and versioned same as the SubNetwork/ME which contains it:
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The current schema definitions are also separated into version specific definitions, and each MnS version only refers to the one defined for the same release as itself.  For example, a v18 ProvMnS has v18 definitions of the management objects:
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Despite providing common management functionality these objects are needlessly of different versions and the management system must use version specific definitions tied to the version of the resources being managed.  This creates an artificial split of management objects into multiple instances (e.g. PM jobs, notification subscriptions) to provide management across subnetworks or releases.  

Meaning that even in cases where a generic management object definition (e.g. PerfMetricJob IOC) could be used to manage multiple resource releases there are still version specific definitions provided and resource namespace specific instances.  This prevents the management services (e.g. ProvmMnS) from providing common managementt.  

At present, two different ProvMnS would need to be exposed, to allow management of v18 and v19 management objects:

http://operatorA.com/3gppManagement/pm/ProvMnS/v18/SubNetwork=1/.../PerfMetricJob=1

- PerfMetricJob MOIs using a v18 specific version

http://operatorA.com/3gppManagement/pm/ProvMnS/v19/SubNetwork=2/.../PerfMetricJob=1
- PerfMetricJob MOIs using a v19 specific version

This also means that each version-specific management object instance (e.g. PerfMetricJob MOI) can only be configured to manage entities of the same release
To better support management system implementations capable of consistently managing multiple resource model versions, the management system object versioning should be decoupled from the NRM models they are managing.

5.x.2 Potential requirements

REQ-MNS-MgmtModelVersion-1: The 3GPP management system shall be capable of managing multiple versions of resource models.
5.x.3 Potential solutions

TBD
5.x.4 Evaluation of potential solutions
TBD
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components:

schemas:

#---- Definitions in TS 28.623 for TS 28.532 -------------------------- #
resources-feature:

anyOf:

- $ref:
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Management object definitions (v18)
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