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[bookmark: _Toc219475480]6.2b.2.15.1	Description
Federated learning (FL) is a distributed machine learning approach that allows multiple FL clients to collaboratively train an ML model on local datasets contained in each FL Client without explicitly exchanging data samples.
FL is supported by a group of FL clients and FL server wherein FL client keeps the data localized and private and trains the ML model directly on the local nodes (client) where the data is obtained or stored.
Federated learning can be categorized into two main types: Horizontal federated learning (HFL) and Vertical federated learning (VFL), based on the nature of the data distribution and the way the model training is orchestrated among participants. For HFL, the process typically includes FL Client discovery and selection, local ML model training and updates by the FL Clients, ML model updates aggregation, and global ML model distribution by the FL Server. Management of Federated learning can be used for AI/ML-based use cases specified in [2] and [3].


Figure 6.2b.2.15.1-1: ML model distribution and aggregation for HFL
NOTE 1:	A prior agreement as well as authentication procedures needs to be established between FL Server and FL clients before sharing any information between these functions.
NOTE 2: The management system can only invoke federated‑learning procedures when all participating nodes can guarantee secure aggregation of locally trained updates, have verified data‑privacy compliance, and provide sufficient, joint communication capacity to exchange model updates. These aspects are though outside the scope of standardization.
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