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Comments
In RL training of a policy ( see 6.2b.2.16.1), targets and constraints need to be distinguished. Targets are objectives that are to be optimized through exploration, while constraints restrict the exploration space so that the policy does not lead to undesirable states using aggressive actions to achieve the target. 
Example: 
Target
Minimize latency, 
Constraint
	Throughput > 5Gbps, packet loss < 0.01%
In the example above, an RL based policy can be trained to output an action configuring a path that minimizes the latency, ensuring that the throughput and packet losses in the path are within specified limits of  5Gbps and 0.01% respectively. While there may be paths with very small latency, they may not satisfy the throughput/packet-loss constraints and hence will not be output by the RL policy.
The MnS consumer must be allowed to specify in its preferences the RL Training  target as a primary requirement because the fundamental notion of rewards based on which the RL algorithms work are designed from targets. The reward , which is a feedback signal from the environment , drives the learning direction and efficiency. Additionally, the MnS consumer may want to be allowed to specify optional constraints, since  specifying targets alone is not always sufficient in realistic scenarios because reward optimization may not guarantee safe and acceptable behaviour.
In the example above, without the constraints, the RL policy may select low-latency routes satisfying the target but violating the throughput constraints. Conversely, specifying constraints alone (which is the solution that we have so far in 3GPP TS 28.105, with the definition of the attribute RLRequirement.rLPerformanceRequirements) is not sufficient because for a given set of constraints, many feasible policies may exist. Without the optimization objective provided by targets, there is no selection criterion possible. It may be tempting to specify targets as constraints. However, the following needs to be taken into consideration
1.	Often the target is not known a priori in an RL task, and needs to be discovered with exploration. If one specifies the targets as constraints through some kind of estimation, if the constraint is too high, then RL may not produce a feasible policy. On the other hand, if it is too low, the RL may produce trivial policy as solution. 
2.	Many constraints are binary, indicating allowed/forbidden states. If the constraint is already achieved by the RL policy, then the RL algorithm does not further improve the policy. For example, if the target is posed as a constraint “latency < 10ms”, policies satisfying this but with very different latencies cannot be distinguished.
Therefore, for an ML model training using RL, one needs to allow the consumer to specify targets and optionally, constraints.
Specifying targets
Targets are specified through KPIs or measurable metrics and their optimization direction. For example, a latency metric needs to “DECREASE”, a throughput metric needs to “INCREASE”. With this specification from the consumer, the producer needs to train the policy that will increase/decrease the metric as much as possible within the implementation constraints of the producer.
Alternatively, theoretical limits of the metrics can be specified by the consumer. While it may look like a constraint, since it is specified as a target, the producer trains the policy to minimize the deviation from the limit, which would be very different from if it was interpreted as a constraint. 
It is possible to train a single ML model using Reinforcement Learning that can simultaneously cater to different targets and constraints specified for different contexts capturing different conditions, for example, for day and night-time traffic, for low, medium and high congestion periods, or for emergency situations. While one can train separate ML models for different contexts, it is more optimal to train a single model through the specification of targets and constraints for multiple contexts.
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[bookmark: _Toc214901328]5.1.1.6	Enhanced RL training with performance targets
[bookmark: _Toc214900956]5.1.1.6.1	Description
During RL training, a policy is learnt by the training MnS producer to maximize a reward aggregated over time. The reward function is defined by the producer from a set of targets set by the consumer. These targets are expectations that aim to provide guidance on how the producer’s RL agent should operate to maximize the reward. The targets include thresholds such as “Call drop rate (CDR) < 1%”, “Call setup success rate (CSSR) > 90%”, but also optimization instructions such as “minimize CDR”, “maximize CSSR”. Together, these are referred to as “RL performance targets”. 
On the other hand, the policy is also required to ensure that the network performance does not degrade along certain other KPIs. This can be specified as a set of thresholds referred to as RL performance constraints, in which the consumer may specify its preference on the policy values that should not be violated during training, for the producer to take into consideration while performing RL training. The constraint defines the space where the producer’s RL agent operates within. The Cconstraints may be necessary because otherwise, training the RL model aggressively to optimize the target KPIs may result in degradation of other KPIs.
Specifying only the performance constraints  does not suffice. In, because in the absence of performance targets, the producer’s RL agent  may learn only to avoid constraint violation; however, it cannot know how to move within the space defined by these constraints to maximize reward.. 
In 3GPP TS 28.105 [4], only RL performance constraints are specified for online RL training through the attribute RLRequirement.rLPerformanceRequirements of the IOC MLTrainingRequest. RL performance targets are not specified. 
[bookmark: _Toc214900957]5.1.1.6.2	Potential requirements
REQ-ENH_RL_TRAINING-01: The ML training MnS producer should have a capability to allow an authorized MnS consumer to specify the RL performance targets in an ML model training request.
5.1.1.6.3	Possible solutions
5.1.1.6.3.1	Possible solution #1
This solution proposes to add a new attribute to RLRequirement <<dataType>> (see clause 7.4.18 of TS 28.105 [4]), with this attribute allowing the consumer to express one or more RL performance targets in a ML model training request. This new attribute is called “rlPerformanceTargets”. 
For this attribute, a brand-new datatype is defined: RLPerformanceTarget <<dataType>>,which consists of following attributes: 
- “targetName”: a string which specifies a performance metric representing a RL performance target. This performance metric can be e.g., a performance measurement (see 3GPP TS 28.552 [X1]), or a KPI (e.g., 3GPP TS 28.554 [X2])
- “targetDirection”: an ENUM indicating how the performance metric needs to be optimized, i.e. whether the performance metric needs to be maximized (e.g., “UP”) or minimized (e.g., “DOWN”).

The cardinality proposed for this attribute is 1..*, so the consumer can express one or more RL performance targets. 
5.1.1.6.3.2	Possible solution #2
This solution proposes to add a new attribute to RLRequirement <<dataType>> (see clause 7.4.18 of TS 28.105 [4]), with this attribute allowing the consumer to express one or more RL performance targets in a ML model training request. This new attribute is called “rlPerformanceTargets”. 
For this attribute, the  proposal is to reuse ThresholdInfo<<dataType>> (see clause 4.3.43 of TS 28.622 [4]),  




The cardinality proposed for this attribute is 1..*, so the consumer can express one or more RL performance targets. 
5.1.1.6.3.3	Possible solution #3

This solution proposes to combine solutions #1 and #2, expressing their as separate choices.






5.1.1.6.3.4	Possible solution #4
This solution proposes to add a new attribute to RLRequirement <<dataType>> (see clause 7.4.18 of TS 28.105 [4]), with this attribute allowing the consumer to express one or more RL performance targets in a ML model training request. This new attribute is called “rlPerformanceTargets”. 
For this attribute, the ExpectationTarget <<dataType>> (see clause 6.2.1.3 in TS 28.312 [X3]) is proposed.
5.1.1.6.4	Possible solutions evaluation
Solutions 1 and 2 described in clause 5.1.1.6.3 are feasible as they enhance existing RLRequirements <<dataType>>, with information on performance targets for RL. Specified by the training MnS consumer, these targets represent expectations to provide guidance to training MnS producer when conducting exploration during RL training process. In case of solution 1, the consumer specifies the target name and the intended optimization direction (e.g., maximize, minimize), in case they are not interested to set a concrete value; in this case, it is up to the producer to determine how much they want to optimize and when the optimization is good enough. In solution 2, the consumer specifies concrete target values, in case they know that achieving that value would suffice for their specific needs; in this case, the producer can use this information to not keep optimizing beyond consumer’s expectations. 

Solution 3 combines solution 1 and solution 2 into one single solution, expressing them as separate choices.
Solution 4 reuses the existing definition of ExpectationTarget <<dataType>> in TS 28.312 [X3]. The additional advantage compared to solutions 1, 2 and 3 is that it allows the consumer to frame their target values into specific contexts (see “targetContext” attribute)  This means that the producer can trigger one single RL process to train the ML model under different contexts; otherwise, the producer will need to have multiple ML models, one for each context, and the consumer will need to select appropriate one depending on applicable context. 
In all the solutions, note that that RL performance targets represent expectations providing guidance to producer, and there’s no commitment for producer to fulfil them. In case there are conflicts among them, it is  up to producer to judge how to act best. 
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