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Comments 

This pCR proposes to add use case and requirements on distributed inference to TR 28.882. 
 
 
Proposed Changes
 
* * * First Change * * * * 
[bookmark: _Hlk213420345]5.5.1	Use cases
5.5.1.x	Management capabilities enhancements for AI/ML inference
5.5.1.x.1	Management support for distributed inference
5.5.1.x.1.1	Description
When AI/ML inference is performed in a centralized way, a substantial volume of real-time operational data needs to be collected and transported to a central inference point. Such centralization may lead to data transport bottlenecks and increased end-to-end latency, which can adversely affect the timeliness and efficiency of analytics and closed-loop automation.
Distributed inference refers to a process of collaborative execution of a trained ML model or a set of ML models across multiple AI/ML inference functions. AI/ML inference functions, such as MDAF or NWDAF,  may support distributed inference by using one or more ML models in cooperation with other inference functions, in a hierarchical or disaggregated manner, where inference is performed on locally available data and inference outputs are produced as part of a distributed inference task. 
Management of distributed inference can be applied to several AI/ML-based use cases. For example, in the context of MDA SLS analysis, an authorized consumer (e.g., a cross-domain MDAF or network management function) may request edge- or domain-level analytics related to service performance, such as latency, throughput, reliability, or availability. To optimize resource usage and ensure timely detection of SLS violations, the AI/ML MnS producer should support a capability that allows the consumer to provide inference requirements (e.g., inference scope, performance policy related to AI/ML inference). Upon receiving these requirements, domain-level or edge MDAFs can perform local inference on service performance data generated within their respective domains. Instead of forwarding raw measurements or high-frequency telemetry to a centralized analytics function, only intermediate inference outputs are transmitted upstream. This approach significantly optimizes overall system resource at both the network and the management level, by for example reducing the volume of management data transported across the network, minimizing backhaul bandwidth consumption, as well as lowering the end-to-end latency, thereby enabling more time-sensitive management actions and improving overall system scalability and efficiency. 
When receiving an AI/ML inference request, the producer may evaluate whether distributed inference is needed, and determine the appropriate inference function(s) which may need to participate in the distributed AI/ML inference.

Given the inherently distributed nature of the 3GPP mobile network architecture, the management system is required to provide management support for distributed inference.

NOTE 1: 	How ML model(s) and data are exchanged between different inference functions is outside of the scope of standardization.
NOTE 2: 	Data exchange between involved inference functions should be done securely and in accordance with appropriate authentication and authorization mechanisms.

5.5.1.x.1.2	Potential Requirements
REQ-DIST_MGMT-01: The AI/ML inference MnS producer should have a capability allowing an authorized consumer to request and obtain information on whether distributed inference is supported.

REQ-DIST_MGMT-02: The AI/ML inference MnS producer should have a capability to provide an information report regarding the AI/ML inference function(s) participating in distributed inference.
5.5.1.x.1.3	Possible solutions
TBD
5.5.1.x.1.4	Possible solutions evaluation
TBD


* * * End of Change * * * * 


