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Comments
The proposed use case and solution is for enhancing the LCM of Federated Learning with respect to selection criteria of FL clients to participate in Federated Learning which was partially addressed in Rel-19 normative work.  

Proposed Changes
* * * First Change * * * *
[bookmark: _Toc210404848][bookmark: _Toc211334332][bookmark: _Toc211635618][bookmark: _Toc211873266][bookmark: _Toc211873348][bookmark: _Toc211873424][bookmark: _Toc211873586]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 38.300: "NR and NG-RAN Overall Description; Stage 2".
[X]                       3GPP TS 28.105 "Management and orchestration; Artificial Intelligence / Machine Learning (AI/ML) management".
* * * Second Change * * * *

5.1.1	Use cases
[bookmark: _Toc145421156][bookmark: _Toc145334712][bookmark: _Toc145421922][bookmark: _Toc172570838]5.1.1.X         Enhancement on LCM of Federated Learning
[bookmark: _Toc211873267][bookmark: _Toc211873350][bookmark: _Toc211873429][bookmark: _Toc211873598]5.1.1.X.1	Description
Federated learning (FL) is a distributed machine learning approach that allows multiple FL clients to collaboratively train an ML model on local datasets contained in each FL Client without explicitly exchanging data samples.
When receiving an FL training request, the ML training MnS Producer acting as FL server needs to evaluate the FL specific training requirements such as FL client selection criteria, based on which a FL server has to select appropriate FL clients. FL client selection is a crucial component of FL that directly impacts the performance, efficiency, and fairness of the learning process. However, selecting the optimal set of clients to participate in each round of FL poses several challenges. While some of the requirements are studied in 3GPP to select a FL client but the existing work is not exhaustive enough, especially when it comes to selecting FL clients based on criteria related to renewable energy usage, carbon emission etc. So, it is desirable to consider such aspects also while selecting FL clients so that a sustainable FL based approach can be maintained. Such selection of FL clients by a Producer in FL server can result in overall decreased carbon emission, and reduced non-renewable energy consumption thus promoting overall sustainable development of AI/ML in 5G systems. While FL offers advantages in data privacy, FL introduces significant energy consumption and a substantial carbon footprint from client-side computations. Without energy‑aware client selection, FL can be unsustainable; with it, sustainability can be improved. Hence, there is a need to develop more environmentally friendly and sustainable federated learning mechanisms by addressing the energy consumption inherently in FL.
One of the approaches to achieve environment friendly FL is by promoting and monitoring usage of renewable/sustainable energy in a FL process. This can be achieved by making design choices that lower non-renewable energy consumption, use more of renewable energy sources and reduce carbon footprint of network. Hence it is important to consider factors like FL client’s renewable energy source, renewable energy consumption and carbon emission of FL client. The approach of energy-aware FL client selection ensuring nodes acting as FL clients have considerable renewable energy usage, suitable renewable energy source and considerably lower carbon emission can practically make a FL system as a sustainable AI practice and contribute to environment which is the need of the hour in any operator’s network.
5.1.1.X.2	Potential Requirements
REQ-FL_MGMT-01: The ML Training Function should allow for the MnS consumer to request for training with consideration to energy information based selection criteria in case of FL training.
[bookmark: _Hlk214467039]REQ-FL_MGMT-02: The 3GPP management system should have a capability allowing an MLTrainingFunction acting as the FL Server to select FL clients based on consumer’s requirements on renewable energy source availability.

REQ-FL_MGMT-03: The 3GPP management system should have a capability allowing an MLTrainingFunction acting as the FL Server to select FL clients based on consumer’s requirements on renewable energy usage percentage.
REQ-FL_MGMT-04: The 3GPP management system should have a capability allowing an MLTrainingFunction acting as the FL Server to select FL clients based on consumer’s requirements on carbon emission of FL client.
[bookmark: _Toc211873269][bookmark: _Toc211873352][bookmark: _Toc211873431][bookmark: _Toc211873600]5.1.1.X.3	Possible solutions
It is proposed to add these criteria of renewable energy availability, renewable energy percentage and carbon emission information as optional attributes in FLClientSelectionCriteria <<dataType>> defined in clause 7.4.22.2 of TS 28.105[X] to be able to use them as a criteria for selecting the FL clients by the FL server for collaboratively training a ML model in federated learning.
[bookmark: _Toc211873270][bookmark: _Toc211873353][bookmark: _Toc211873432][bookmark: _Toc211873601]5.1.1.X.4	Possible solutions evaluation
The solution described in clause 5.1.1.X.3 is feasible as it just enhances existing NRM i.e. FLClientSelectionCriteria <<dataType>> with information of renewable energy availability, renewable energy percentage and carbon emission and uses them as criteria for FL client selection in a federated learning.

* * * End of Change * * * *
