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Comments
Current AI/ML management specification in SA5 does not have any way to specify the performance targets when training a Reinforcement Learning (RL) based policy. In TS 28.105, performance constraints are specified. However, the thresholds specify only safe boundaries. They do not provide the targets necessary for reward design. 
In this contribution, we propose a use case and, requirements and possible solutions to enhance the RL training request with both performance targets and constraints.


Proposed Changes
* * * First Change * * * *
5.1	ML model training
5.1.1	Use cases
5.1.1.X	Enhanced RL training with performance targets
5.1.1.X.1	Description
During RL training, a policy is learnt to maximize a reward aggregated over time. The reward function is defined by the producer from a set of targets set by the consumer. The targets include thresholds such as “Call drop rate(CDR) < 1%”, “Call setup success rate (CSSR) > 90%”, but also optimization instructions such as “minimize CDR”, “maximize CSSR”. Together, these are referred to as “RL performance targets”. 
On the other hand, the policy is also required to ensure that the network performance does not degrade along certain other KPIs. This can be specified as a set of thresholds referred to as RL performance constraints, in which the consumer may specify its preference on the policy values that should not be violated during training, for the producer to take into consideration while performing RL training. The constraints may be necessary because otherwise, training the RL model aggressively to optimize the target KPIs may result in degradation of other KPIs.

The performance targets are the primary objects used for reward design while performance constraints, if specified, must be enforced additionally. Moreover, specifying only the performance constraints does not suffice, because in the absence of performance targets, the producer may learn only to avoid constraint violation. It is possible to treat some of the performance targets as constraints;however, the design of rewards should treats targets and constraints differently due to the completely different semantics. For example, the producer may treat the performance targets as “soft expectations” whereas performance constraints are treated as “hard expectations”. When receiving a RL training request, the ML Training Producer may take into consideration the performance targets provided by the MnS consumer; it is up to the MnS producer to determine if it is feasible to reach the targets in the RL Training Process, and if not, how to act, e.g. stop keep trying. 
In 3GPP TS 28.105  [1], only RL performance constraints are specified for online RL training through the attribute RLRequirement.rLPerformanceRequirements of the IOC MLTrainingRequest. RL performance targets are not specified.

5.1.1.X.2	Potential requirements
REQ-ENH_RL_TRAINING_XX: The ML training MnS producer should have a capability to allow an authorized MnS consumer to specify the RL performance targets in an ML modeltraining request.
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* * End of Changes * * * *

