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Comments
The proposed use case is for enhancing the lifecycle management of Federated Learning with respect to managing the training at FL clients based on energy constraints. The management of Federated Learning was partially addressed in Rel-19 normative work.  

Proposed Changes
* * * First Change * * * *
[bookmark: _Toc210404846][bookmark: _Toc211334330][bookmark: _Toc211635616][bookmark: _Toc211873264][bookmark: _Toc211873346][bookmark: _Toc211873422][bookmark: _Toc211873584][bookmark: _Toc145421156][bookmark: _Toc145334712][bookmark: _Toc145421922][bookmark: _Toc172570838]5	Management capabilities for AI/ML lifecycle
[bookmark: _Toc210404847][bookmark: _Toc211334331][bookmark: _Toc211635617][bookmark: _Toc211873265][bookmark: _Toc211873347][bookmark: _Toc211873423][bookmark: _Toc211873585]5.1	ML model training
[bookmark: _Toc210404848][bookmark: _Toc211334332][bookmark: _Toc211635618][bookmark: _Toc211873266][bookmark: _Toc211873348][bookmark: _Toc211873424][bookmark: _Toc211873586]5.1.1	Use cases
5.1.1.X         Management of Federated Learning Training
[bookmark: _Toc211873593]5.1.1.X.1	Management of Training at Federated Learning Client
[bookmark: _Toc211873427][bookmark: _Toc211873589]5.1.1.X.1.1	Description
Federated Learning (FL) enables collaborative training of an ML model across multiple FL clients. Each client trains locally on its dataset, while the FL Server coordinates aggregation.
In this use case, the operator (MnS consumer) specifies resource/energy/usage condition constraints as part of training policies, while the FL Server (MnS producer) interprets these constraints and manages client training accordingly.
Management actions include pausing, postponing, or stopping training at specific clients when constraints are exceeded.
This capability is particularly relevant for FL because:
· Clients are heterogeneous (different energy supply, hardware, usage conditions).
· Training is distributed, making uncontrolled resource usage inefficient and potentially unsustainable.
· Operators need fine‑grained control over client participation to balance efficiency, cost, and compliance.
[bookmark: _Toc211873428][bookmark: _Toc211873590]5.1.1.X.1.2	Potential requirements
REQ‑FL_MGMT‑01: The ML training MnS producer, when acting as an FL Server, shall support management actions (pause, postpone, stop) on FL client training sessions based on operator‑defined energy/resource/usage condition constraints.
REQ‑FL_MGMT‑02: The FL Server shall expose management status (e.g., active, paused, postponed, stopped) of each FL training client to the operator, including the reason for the action.




* * * End of Change * * * *
