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Comments
VFL use case is approved in SA5#163, this contribution proposes to add corresponding solution.

Proposed Changes
* * * First Change * * * *
5.1.1.3	Management of Vertical Federated Learning
[bookmark: _Toc211873267][bookmark: _Toc211873350][bookmark: _Toc211873429][bookmark: _Toc211873598]5.1.1.3.1	Description
In Rel-19, Vertical Federated Learning (VFL) is introduced in core network for NWDAF(s) and AF(s).There may be one NWDAF or one AF acting as a VFL server and one or multiple NWDAF(s) and/or one or multiple AF(s) acting as VFL Client(s). Vertical Federated Learning is available among NWDAFs or between NWDAF(s) and AF(s) within a single PLMN or between an AF and NWDAF(s) in a single PLMN. When AF is acting as VFL Server, NWDAF(s) is VFL Client(s).
In Rel-19, federated learning is introduced in the 3GPP management system for multiple ML training functions. The MnS Consumer can specify the FL Requirements in ML Training Request for FL process, where the  FLClientSelectionCriteria including the consumer’s requirements on sample (e.g., minimumAvailableDataSamples) for clients selection. However, current mechanism doesn’t allow the consumer to specify requirements on feature for client selection in VFL process. Since HFL and VFL are two distinct paradigms within the broader framework of FL, in VFL process, participants possess different feature space for potentially overlapping samples, which is ideal and beneficial to be introduced in management system. Since the MLTFunctions within the operator domain may be located in cross-domain management system, RAN domain management system and Core domain management system, available datasets for these MLTFunctions may share common samples but offer complementary features. The sample alignment is needed to ensure that different VFL participators share the same sample space before initiating VFL process.
The model training approach for HFL and VFL is also different. Training method allows each VFL Client owning its own local model but not needing to share the same model architectures, since different feature space in VFL Clients may lead to different structures for local models. But the intermediate information of the interaction is implementation specific. The VFL training architecture is fully applicable to the characteristics of management system and can fully exploit the potential of data in management system. This use case proposes to support management of VFL leveraging sample alignment among the entities participating in VFL process.
NOTE 1:  The technical details of how the sample alignment is performed, including specific algorithms or mechanisms for matching or encrypting sample identifiers, remain proprietary and are outside of the scope 3GPP SA5. 
NOTE 2: The management coordination in VFL process is only applicable within the operator domain.
[bookmark: _Toc211635619][bookmark: _Toc211873268][bookmark: _Toc211873351][bookmark: _Toc211873430][bookmark: _Toc211873599]5.1.1.3.2	Potential Requirements
REQ-VFL_MGMT-01: The ML training MnS producer should have a capability allowing an authorized consumer to get the VFL role (VFL server or VFL client) of an ML Training Function in VFL process.
REQ-VFL_MGMT-02: The ML training MnS producer should have a capability allowing an authorized consumer to specify requirements on sample alignment for client selection in VFL.
[bookmark: _Toc211873269][bookmark: _Toc211873352][bookmark: _Toc211873431][bookmark: _Toc211873600]5.1.1.3.3	Possible solutions
To support VFL in 3GPP management system, the following enhancements are proposed:
· Enhancements Aspects #1, extending the MLTrainingFunction IOC with the following aspects:
1) Extend learningTechnologyName by changing the allowed value “FL” to “VFL” and “HFL” to differentiate different FL training types supported by the ML Training Function.
2) Extend FLParticipationInfo, by adding a new attribute FLType to indicate the applied FL training types, i.e., HFL or VFL.
· [bookmark: _GoBack]Enhancements Aspects #2, extending the FLRequirements <<dataType>>  by adding the following new attributes to allow consumer to provide requirements on sample/feature alignment:
1) FLControl, a new <<dataType>>, which represents the FL control requirements from the consumer, e.g., the number of iterations, aggregation frequency, and minimal number of nodes.

[bookmark: _Toc211873270][bookmark: _Toc211873353][bookmark: _Toc211873432][bookmark: _Toc211873601]5.1.1.3.4	Possible solutions evaluation


* * * End of Changes * * * *

