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# 5a Use cases, potential requirements and possible solutions (phase 2)

## 5a.1 Management Capabilities for ML training

### 5a.1.1 Management of Federated Learning

#### 5a.1.1.1 Description

Typical ML entity training methods aggregate data from distributed multi-vendor functions into a single central function. Federated Learning, however, enhances privacy of distributed multi-vendor functions (also referred to as FL clients), where instead of training a single ML entity at a central function (also referred to as FL server), multiple ML entities are trained in parallel at the FL clients, utilizing the available local training data.



Figure 5a.1.1.1-1: Federated Learning

The FL Server plays a pivotal role in orchestrating the federated learning process. The main functionality for FL Server includes:

* Client Discovery and Selection: The Server discovers and selects FL Client in an FL procedure
* FL Initialization: The server initiates the federated learning process and distributing an initial global model to the clients for local training.
* Model Aggregation and Distribution: After receiving intermediate results (e.g., gradients, loss) from the clients, the server aggregates these results to update the global model and then distributes the updated global model back to the clients for further training in subsequent rounds.
* Coordination: The server coordinates the training process, deciding when to start or end the learning process.

The FL Clients, are the entities that hold the local data on which the local model is trained. The main functionality for FL Clients includes:

* Local Training: Each client trains the global model locally on its own data.
* Model Update: Clients receive the feedback from the server and use it for further local training. After training the model locally, the client sends the intermediate results to the server. The actual data remains on the client.

In 3GPP, there may be several deployment options for FL, as shown in Table X.

|  |  |  |
| --- | --- | --- |
|  | FL server | FL client(s) |
| Case 1 | Central NWDAF | Distributed NWDAF(s) |
| Case 2 | Application Function | UE(s) |
| Case 3 | gNodeB | UE(s) |

Table X: Federated Learning deployment options in mobile networks

Note: A prior agreement needs to exist between the FL server and the FL clients to exchange ML entities. Alternatively, exchanging of ML entities between the FL server and the FL clients may happen only via secure encryption techniques enabling both the parties not to disclose any details (e.g., model parameters) about the ML entities itself.

#### 5a.1.1.2 Use cases

##### 5a.1.1.2.1 Management of different roles in Federated Learning

In case 1, where NWDAFs takes the role of both FL server and FL clients, an ML model is collaboratively trained by a group of ML training functions including one acting as FL server and the others acting as FL clients. In case 2 and case 3, an ML model is collaboratively trained by an ML training function acting as FL server and UE(s) acting as FL clients.

As depicted in figure 5a.1.1.1-1, each ML training function or each UE acting as FL client trains the ML model locally using the local data set and reports the trained local ML model to the ML training function acting as FL server. The FL server generates the global ML model by aggregating the received local ML models and shares the global ML model with all FL clients.

For managing the FL, the ML training MnS consumer needs to know the ML training functions involved in the FL, and the role (FL server, FL client) of each ML training function, so that the consumer understands the impact of ML training function and can manage it correspondingly.

When receiving an ML Training request, the ML Training MnS Producer should evaluate whether FL procedure needs to be triggered according to the FL training requirements provided by the ML training consumer in the ML Training request. Then, based on the requirements provided by the ML training consumer to select FL clients, the ML Training MnS Producer may select appropriate FL Clients based on their supported capability.

To evaluate the performance of local ML models and global ML model, the consumer needs to know the relation between the global ML model and the local ML models, and their training performance along with the statistical information on the overall participant FL clients. For instance, if an FL server cannot generate a global ML model with better performance, the consumer may take some actions to optimize the FL.

5.1.x.2.1 FL Server Determination and FL Client Selection

#### 5a.1.1.3 Potential requirements

**REQ-FL\_MGMT-1** The ML training MnS producer should have a capability allowing an authorized consumer to get the FL capability type (FL server or FL client) of an ML Training Function in Federated Learning.

**REQ-FL\_MGMT-2** The ML training MnS producer should have a capability allowing an authorized consumer to provide FL training requirements to the ML Training Function acting as FL server.

**REQ-FL\_MGMT-3** The ML training MnS producer should have a capability allowing an authorized consumer to provide requirements for selecting FL clients in Federated Learning to the ML Training Function acting as FL server.

**REQ-FL\_MGMT-4** The ML training MnS producer should have a capability allowing an authorized consumer to get the information about the local ML models trained by FL clients and the global ML model generated by an FL server from an ML Training Function acting as FL server.

**REQ-FL\_MGMT-5** The ML training MnS producer should have a capability allowing an authorized consumer to get the statistical information about the participation of FL clients in Federated Learning from an ML Training Function acting as FL server.

**REQ-FL\_MGMT-6** The ML training MnS producer should have a capability allowing an authorized consumer to get the relation between the ML training functions in Federated Learning.

**REQ-FL\_MGMT-7** The ML training MnS producer should have a capability allowing the authorized consumer to get the information relation between the global ML model and the local ML models.
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