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1	Decision/action requested
The group is asked to discuss and agree on the proposal.
2	References
[1]	3GPP TS 28.105: "Management and orchestration; Artificial Intelligence/Machine Learning (AI/ML) management". 
[2]	SP-231722, “Study on AIML management - phase 2”
[3]	3GPP TS 38.843, “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface”

3	Rationale
The relationship between energy consumption and model complexity in machine learning (ML) is a critical consideration for both the training and inference phases of model development. 
In release 18, complexity issues for NR use cases including training complexity, inference complexity, and LCM related complexity are widely discussed in RAN 1 [3]. SA5 needs to study the requirements on management for Model complexity in R19.
This contribution is related to WT-5 of the FS_AIML_MGT_Ph2 SID [2], which is to investigate the sustainability aspect of AI/ML. 
4	Detailed proposal
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[bookmark: _Toc145334550][bookmark: _Toc145420993][bookmark: _Toc145421759]5.3	Common management capabilities for ML training and AI/ML inference phase
5.3.x			Sustainable AI/ML Operation
5.3.x.1	Description
In release 18, complexity issues for NR use cases including training complexity, inference complexity, and LCM related complexity are widely discussed in RAN 1 [3].Sustainable AI/ML operation is an emerging field that balances the rapid growth of AI technologies with the urgent need for environmental conservation. Sustainable AI/ML operation refers to minimizing the energy consumption in the AIML operation workflow including training, emulation, deployment, and inference phases. The energy consumption may be very different in different phase depending on the complexity of the task and selected MLEntity. SA5 needs to study the requirements on management for Model complexity in R19.
5.3.x.2			Use Cases
5.3.x.2.1  Model Complexity
The relationship between energy consumption and model complexity is a critical consideration for training, deployment, and inference phases. Model complexity refers to the number of parameters, the depth of the model (especially in neural networks), and the computational complexity of the algorithms, which can be characterized by FLOPS (Floating Point Operations Per Second), MAC (Multiply-Accumulate), and MACC (Model Complexity as MAC Counts). 
Model complexity should be a critical consideration for training, deployment, and inference phases for AI/ML LCM. 
- For training, more complex models typically require more computational resources, including higher CPU/GPU usage and more memory, which can increase the cost and time required for training. 
- For deployment, deploying complex models can be costlier due to the need for more powerful hardware or more instances to handle the same amount of inference load compared to simpler models. More complex models can be harder to update and maintain, especially if the underlying assumptions change or if new types of data need to be accommodated.
- For inference, more complex models generally have longer inference times. This can be critical in applications requiring real-time responses. Besides, complex models may offer higher accuracy, the trade-off in terms of inference speed can limit their applicability in time-sensitive environments.

In the training phase, there is a direct relationship between model complexity and energy consumption. More complex models, such as deep neural networks with many layers and parameters, require more computational resources to adjust those parameters based on the training data. Each iteration through the data involves significant computation, and complex models often require more iteration to converge to an optimal performance, further increasing energy use. In the deployment phase, deploying complex models for inference, especially in resource-constrained environments, can be challenging. Not only does the computational demand drain battery life, but it may also necessitate more frequent communication with cloud servers for processing, further increasing the overall energy footprint. In the inference phase, while inference generally consumes less energy per operation compared to training, the complexity of the model still plays a significant role. More complex models require more computations to make a single prediction task, leading to higher energy consumption per inference task. 
Based on the analysis above, the model complexity needs to be considered in the AI/ML operation workflowLCM.
5.3.x.3	Potential requirements
[bookmark: _GoBack]REQ- ModelComplexity -01: The AIML MnS Producer should have a capability allowing an authorized AIML MnS consumer to provide its requirements/policy on model complexity.
REQ- ModelComplexity -02: The ML Training MnS Producer should have a capability initiating MLEntity(s) training based on the model complexity requirements/policy. 
REQ- ModelComplexity -03: The AI/ML Loading MnS Producer should have a capability to report the information of the selecting an appropriate MLEntity for MLloading based on the model complexity requirements/policy. 
REQ- ModelComplexity -04: The AI/ML Inference MnS Producer should have a capability orchestrating an inference solution including MLEntity selection based on the model complexity requirements/policy.
5.3.x.4 Possible solutions
This solution proposes to enhance the existing MLEntity IOC, MLTrainingRequest IOC and MLEntityLoadingRequset, and further introduce AIMLInferenceRequest IOC to support model complexsity. Following are the proposed enhancements:
Enhancement on MLEntity: Introduce modelcomplexity <<dataType>> as an attribute of the MLEntity IOC to represent the model complexity of the MLEntity, which includes following attributes:
modelComplexityMetricName, indicates the identifier of the specific model complexity indicator. It can be FLOPS, MAC, MACC, iteration, and paramaternumber .
modelComplexityMetricValue, indicates the value of model complexity metrics.
Enhancement on both MLTrainingRequest IOC/MLEntityLoadingRequest IOC: Introduce an new attribute modelcomplexityRequirements for both the MLTrainingRequest and MLEntityLoadingRequest  IOCs to represent requirements of model complexity for this ML training task, whose type may reuse the modelcomplexity <<dataType>>.
Add new AIMLInferenceRequest IOC: define AIMLInferenceRequest IOC to represent the request from the Consumer, which includes modelcomplexityRequirements as well, represents requirements of model complexity for this AIML inference task, which can be used for MLEntity selection.

End of First change
