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***First change***

# 6 AI/ML management use cases and requirements

## 6.1 General

Each operational step in the workflow (see clause 5.0) is supported by one or more AI/ML management capabilities as depicted below for each of the operational phases.

**Management capabilities for ML training**

**- ML training management**: allowing the MnS consumer to request the ML training, consume and control the producer-initiated training, and manage the ML training/re-training process. The training management capability may include training performance management and setting a policy for the producer-initiated ML training.

**- ML validation**: ML training capability also includes validation to evaluate the performance of the ML entity when performing on the validation data, and to identify the variance of the performance on the training and validation data. If the variance is not acceptable, the ML entity would need to be tuned (re-trained) before being made available for the next step in the operational workflow (e.g., ML entity testing).

**- ML testing management**: allowing the MnS consumer to request the ML entity testing, and to receive the testing results for a trained ML entity. It may also include capabilities for selecting the specific performance metrics to be used or reported by the ML testing function. MnS consumer may also be allowed to trigger ML re-training based on the ML entity testing performance results.

**Management capabilities for ML emulation phase:**

* **AI/ML inference emulation:** a capability allowing an MnS consumer to request an ML inference emulation for a specific ML entity or entities (after the training, validation, and testing) to evaluate the inference performance in an emulation environment prior to applying it to the target network or system.

**Management capabilities for ML entity deployment phase:**

**- ML entity loading management**: allowing the MnS consumer to trigger, control and/or monitor the ML entity loading process.

**Management capabilities for AI/ML inference phase:**

**- AI/ML inference management:** allowing an MnS consumer to control the inference, i.e., activate/deactivate the inference function and/or ML entity/entities, configure the allowed ranges of the inference output parameters. The capabilities also allow the MnS consumer to monitor and evaluate the inference performance and when needed trigger an update of an ML entity or an AI/ML inference function.

The use cases and corresponding requirements for AI/ML management capabilities are specified in the following clauses for each phase of the operational workflow.

***Next change***

#### 6.2a.1.2 Use cases

##### 6.2a.1.2.1 ML training requested by consumer

The ML training capabilities are provided by an ML training MnS producer to one or more consumer(s).



Figure 6.2a.1.2.1-1: ML training requested by ML training MnS consumer

The ML training may be triggered by the request(s) from one or more ML training MnS consumer(s). The consumer may be for example a network function, a management function, an operator, or another functional differentiation. Figure 6.2a.1.2.1-1 highlights the high-level overview of the process and the relevant sequence.

To trigger an initial ML training, the MnS consumer needs to specify in the ML training request the inference type which indicates the function or purpose of the ML entity, e.g. CoverageProblemAnalysis [see TS 28.104 [2]]. The ML training MnS producer can perform the initial training according to the designated inference type. To trigger an ML re-training, the MnS consumer needs to specify in the ML training request the identifier of the ML entity to be re-trained.

The consumer may provide the data source(s) that contain(s) the training data which are considered as inputs candidates for training. To obtain the valid training outcomes, consumers may also designate their requirements for model performance (e.g. accuracy, etc) in the training request.

The performance of the ML entity depends on the degree of commonality between the distribution of the data used for training and the distribution of the data used for inference. As time progresses, the distribution of the input data used for inference might change as compared to the distribution of the data used for training. In such a scenario, the performance of the ML entity degrades over time. The ML training MnS producer may re-train the ML model associated to the entity if the inference performance of the ML entity falls below a certain threshold, which needs to be configurable by the MnS consumer.

Following the ML training request by the M training MnS consumer, the ML training MnS producer provides a response to the consumer indicating whether the request was accepted.

If the request is accepted, the ML training MnS producer decides when to start the ML training with consideration of the request(s) from the consumer(s). Once the training is decided, the producer performs the following:

- selects the training data, with consideration of the consumer provided candidate training data. Since the training data directly influences the algorithm and performance of the trained ML entity, the ML training MnS producer may examine the consumer's provided training data and decide to select none, some or all of them. In addition, the ML training MnS producer may select some other training data that are available;

- trains the ML model using the selected training data;

- validate the trained model using validation set of the training data;

- provides the training results (including the identifier of the ML entity generated from the initially trained ML model or the version number of the ML entity associated with the re-trained model, training performance results, etc.) to the ML training MnS consumer(s).

***Next change***

### 6.2a.3 ML testing

#### 6.2a.3.1 Description

During ML training phase, after the training and validation, the ML entity needs to be tested to evaluate the performance of the ML entity when it conducts inference using the testing data.

If the testing performance is not acceptable or does not meet the pre-defined requirements, the consumer may request the ML training producer to re-train the ML model with specific training data and/or performance requirements.

#### 6.2a.3.2 Use cases

##### 6.2a.3.2.1 Consumer-requested ML entity testing

After receiving an ML training report about a trained ML entity from the ML training MnS producer, the consumer may request the ML testing MnS producer to test the ML entity before applying it to the target inference function.

The ML testing is to conduct inference on the tested ML entity using the testing data as inference inputs and produce the inference output for each testing dataset example.

The ML testing MnS producer may be the same as or different from the ML training MnS producer.

After completing the ML testing, the ML testing MnS producer provides the testing report indicating the success or failure of the ML testing to the consumer. For a successful ML testing, the testing report contains the testing results, i.e., the inference output for each testing dataset example.

##### 6.2a.3.2.2 Producer-initiated ML entity testing

The ML entity testing may also be initiated by the MnS producer, after the ML entity is trained and validated. A consumer (e.g., an operator) may still need to define the policies (e.g., allowed time window, maximum number of testing iterations, etc.) for the testing of a given ML entity. The consumer may pre-define performance requirements for the ML entity testing and allow the MnS producer to decide on whether re-training/validation need to be triggered. Re-training may be triggered by the testing MnS producer itself based on the performance requirements supplied by the MnS consumer.

##### 6.2a.3.2.3 Joint testing of multiple ML entities

A group of ML entities may work in a coordinated manner for complex use cases.

The group of ML entities is generated by the ML training function. The group, including all contained ML entities, needs to be tested. After the ML testing of the group, the MnS producer provides the testing results to the consumer.

NOTE: This use case is about the ML entities testing during the training phase and is irrelevant to the testing cases that the ML entities have been deployed.

***End of changes***