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	1st modified section


5a	Use cases, potential requirements and possible solutions (phase 2)
5a.1	Management Capabilities for ML training phase
5a.1.x	Management of Federated Learning
5a.1.x.1	Description
TBD
5a.1.x.2	Use cases
5a.1.x.2.1	Federated Learning for cross-domain service assurance
Federated Learning (FL) is a Machine Learning (ML) technique that enables multiple FL clients to train a model by exchanging the parameters instead of exchanging/sharing local data set. In this way, the raw and private data owned by the participants is not disclosed, while a good performance is achieved. Horizontal federated learning means that the local data set in different FL clients have the overlaps on the feature spaces for different samples (e.g. UE IDs). For horizontal federated learning, the parameters are usually uploaded to the FL server for aggregation. 
In the 3GPP management, FL technique may be considered. For example, for cross-domain service assurance, the raw data from the single domain may not be directly transmitted to the ML training MnS producer of cross domain for training, and then FL is applied to collaboratively build the model. In this scenario, the single-domain ML training MnS producer acts as the FL client, and the cross-domain ML training MnS producer acts as the FL server.
ML training MnS producer acting as FL server is responsible for:
-	initializing the model parameters and requesting FL clients to do local model training and to report local model parameters
-	generating global ML model by aggregating parameters and sending the global ML model back to FL clients
ML training MnS producer acting as FL client is responsible for:
-	locally training ML model
-	reporting the trained local ML model information to the FL server
5a.1.x.3	Potential requirements
REQ-FL-1: The ML training MnS producer should have a capability allowing the authorized consumer to request Federated Learning.
REQ-FL-2: The ML training MnS producer should have a capability to provide the Federated Learning.
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