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1	Decision/action requested
The group is asked to discuss and agree on the proposal.
2	References
[1] 	3GPP TR 28.908-010 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3	Rationale
This pCR aims to introduce a new proposed use case on AI/ML net energy saving/loss. 
[bookmark: _Toc66877265]4	Detailed proposal
	First change


[bookmark: _Toc50630200][bookmark: _Toc66877266]
X	Use cases, potential requirements and possible solutions
[bookmark: _Toc107830524][bookmark: _Hlk109383819]5.1	AI/ML energy consumption monitoring 
[bookmark: _Toc107830526]5.1.2	Use cases
[bookmark: _Toc107830527]5.1.2.x	AI/ML net energy saving/loss
Network energy saving use case in the NG-RAN [3GPP TR 37.817] employs AI/ML model to figure out optimal energy saving strategy and handover strategy. While big ticket decisions like switching off a cell could potentially save considerable energy, they are not made quite often. Besides, many inferences may yield no energy saving benefit for the network, while still energy is consumed at ML model side. Further, there are many small ticket energy saving schemes that are already implemented or being implemented e.g., micro-DTX. 
In all the above cases, it is important to keep track of total energy consumed in the entire AI/ML chain starting from AI/ML model training, storage and inference to training/inference data collection, transfer, processing, storage and access and total energy saved due to the decisions made based on the model output of each inference request. 
A fine-grained (component-wise) assessment of the energy consumption of an ML entity, is needed, in relation to ML model training, deployment/ update, storage, inference, performance feedback and performance transfer, as well as training, inference and feedback (e.g., ground truth) data collection, transfer, storage and processing to figure out if there is net energy profit (i.e., net saving) or loss for a focused part of the RAN during a specific time interval.

	Second Change 



[bookmark: _Toc107830528]5.1.3	Potential requirements
REQ-AI/ML_NET-ENER-1: The 3GPP management system shall have a capability for an authorized MnS consumer  to request the net energy saving or loss an ML entity has on the network for a period of interest.
REQ-AI/ML_NET-ENER-2: The 3GPP management system shall have a capability for MnS producer to report the net energy saving or loss an ML entity has on the network to the MnS consumer.

	Third Change 



[bookmark: _Toc107830529]5.1.4	Possible solutions
introduced requests and reports related to ML entity net energy saving assessment need to be. 
1. Introduce new MLNetEnergySavingRequest IOC. The attributes of the new request indicate: a) the net energy saving (e.g., expressed in Joules or KWh) in the network and, optionally the quantities needs to calculate the net energy saving, i.e., b) the total energy consumed in the entire ML chain (e.g., expressed in Joules or KWh), c) the associated increase in network energy consumption (e.g., expressed in Joules or KWh) in the network, d) the total network energy saved due to ML inference (e.g., expressed in Joules or KWh). These attributes are requested for a time interval between i) the time instant when the ML model is trained/ fine-tuned and ready for inference operation and ii) the time instant when the ML model is decided to be re-trained/ fine-tuned.
2. Introduce new MLNetEnergySavingResponse IOC. The attributes of the new response include the energy assessment values for each of the attributes of the new MLNetEnergySavingRequest IOC.

	End of changes



