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Draft New Recommendation ITU-T H.ILE-3DINR 

Framework and requirements of 3D reconstruction systems based on implicit 

neural representation for immersive live experience (ILE) services 

Summary 

The live 360° virtual reality service of single point view, multi-angle viewing service, and live 

streaming service in inaccessible areas in H.430.3 of ILE service are all based on the 3D 

reconstruction technology. These services could need 3D reconstruction of the object or scene. 

Solutions based on implicit representation include, but are not limited to, real time rendering, the 

usage of normal camera, without usage of specific 3D data format or other specific equipment, such 

as depth camera and Lidar. As one of the technologies to realize these services, INR has the value to 

enhance quality of rendering image and performance of 3D construction processes. 

This Recommendation provides the framework and requirements of 3D reconstruction system based 

on implicit neural representation for ILE service. The Recommendation describes the overview of 

the 3D-INR system and provides the framework and requirements for supporting the ILE service 

with 3D reconstruction needs, and the use cases are provided in the Appendix I. 

Keywords 

3D reconstruction; implicit neural representation; requirements 

1 Scope 

This Recommendation identifies the framework and requirements of 3D reconstruction system 

based on implicit neural representation for ILE service of live 360° virtual reality service of single 

point view, multi-angle viewing service, and live streaming service in inaccessible areas. The use 

cases are provided in the Appendix. 

The scope of this Recommendation includes: 

– The overview of the 3D-INR system. 

– The framework and requirements of the 3D-INR system to support ILE service with 3D 

reconstruction including live 360° virtual reality service of single point view, multi-angle 

viewing service, and live streaming service in inaccessible areas. 

The use cases are provided in Appendix I. 

2 References 

The following ITU-T Recommendations and other references contain provisions which, through 

reference in this text, constitute provisions of this Recommendation. At the time of publication, the 

editions indicated were valid. All Recommendations and other references are subject to revision; 

users of this Recommendation are therefore encouraged to investigate the possibility of applying the 

most recent edition of the Recommendations and other references listed below. A list of the 

currently valid ITU-T Recommendations is regularly published. The reference to a document within 

this Recommendation does not give it, as a stand-alone document, the status of a Recommendation. 

[ITU-T H.430.1] Recommendation ITU-T H.430.1 (2018), Requirements for immersive live 

experience (ILE) services. 

[ITU-T H.430.3] Recommendation ITU-T H.430.3 (2023), Service scenario of immersive live 

experience (ILE). 

 

Commented [TSB1]: Editor: be specific in the cross-

references. 
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3 Definitions 

3.1 Terms defined elsewhere 

This Recommendation uses the following terms defined elsewhere: 

3.1.1 Immersive Live Experience (ILE) [ITU-T H.430.1]: A shared viewing experience that 

stimulates emotions within audiences at both the event site and the remote sites, as if the audience at 

the remote sites had wandered into substantial event venue and had actually watched the events taking 

place in front of them. This impression is due to high-realistic sensations provided by a combination 

of multimedia technologies such as sensorial information acquisition, media processing, media 

transport, media synchronization and media presentation. 

[TBD] 

3.2 Terms defined in this Recommendation 

This Recommendation defines the following terms:  

[TBD] 

4 Abbreviations and acronyms 

This Recommendation uses the following abbreviations and acronyms: 

ILE Immersive Live Experience 

INR Implicit Neural Representation 

NeRF Neural Radiance Fields 

VR Virtual Reality 

[TBD]  

5 Conventions 

In this Recommendation: 

– The keywords "is required" indicate a requirement which must be strictly followed and from 

which no deviation is permitted if conformance to this Recommendation is to be claimed. 

– The keywords "is recommended" indicate a requirement which is recommended but which is 

not absolutely required. Thus, this requirement needs not be present to claim conformance. 

– The keywords "can optionally" indicate an optional requirement which is permissible, 

without implying any sense of being recommended. These terms are not intended to imply 

that the vendor's implementation must provide the option and the feature can be optionally 

enabled by the network operator/service provider. Rather, it means the vendor may optionally 

provide the feature and still claim conformance with the specification. 

– The keywords "is prohibited from" indicate a requirement which must be strictly followed 

and from which no deviation is permitted, if conformance to this Recommendation is to be 

claimed. 

– The keywords "is not recommended" indicate a requirement which is not recommended but 

which is not specifically prohibited. Thus, conformance with this Recommendation can still 

be claimed even if this requirement is present. 
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6 Overview of 3D reconstruction system for ILE service 

 

 

Figure 1 – Overview of the 3D reconstruction system for ILE service 

[Editor notes: this is the overview of the 3D reconstruction system support ILE service. It includes 

three main parts: Live scene, 3D reconstruction system, and remote ILE service. Data are acquired 

from the live scene with devices and transmitted to the system. And then processed with three parts 

and finally used to support the ILE service.] 

 

[TBD] 

7 Overall Framework of 3D reconstruction system based on INR for ILE services 

7.1 General concept and overview 

The 3D reconstruction system based on INR are formed with several blocks, including Data 

acquisition, Data processing, 3D Reconstruction, and Rendering processing. The data acquisition 

block acquisition images, videos, and other data from devices and then transmits them into the data 

processing block. The data processing block processes the data with algorithms to ensure the data 

matches the requirements of the 3D-INR system and then transmits the data into the 3D 

reconstruction block. The 3D reconstruction block learns the implicit 3D object from the data with 

the neural network. The rendering processing block renders images or videos from the implicit 3D 

object and then transmits them to support ILE service. 

 

 

Figure 2 – Overview of the 3D reconstruction with INR-based system for ILE 
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[TBD]  

 

7.2.1 Real-time 3D-INR system for ILE service 

[Editor notes: this part should provide the framework that how real-time 3D-INR system support 

ILE service] 

[TBD]  

7.2.2 Non-real-time 3D-INR system for ILE service 

[Editor notes: this part should provide the framework that how non-real-time 3D-INR system 

support ILE service. It could reconstruct the background of the live scene and combine with other 

technology to support the ILE services] 

[TBD]  

7.2 Data Acquisition 

The data acquisition block acquisition images, videos, and other data from devices and then 

transmits them into the data processing block.  

[TBD] 

7.3 Data Processing 

The data processing block processes the data with algorithms to ensure the data matches the 

requirements of the INR system and then transmits the data into the 3D reconstruction block.  

[TBD] 

7.4 3D Reconstruction 

The 3D reconstruction block learns the implicit 3D object from the data with the neural network.  

[TBD] 

7.5 Rendering Processing 

The rendering processing block renders images or videos from the implicit 3D object and then 

transmits them to support applications such as ILE services and others.  

[TBD] 

8 Requirements of 3D Reconstruction System Based on INR for ILE Service 

8.1 Data type 

[TBD] 

8.2 Data transmission 

[TBD] 

8.3 Rendering processing 

[TBD] 

8.4 Support for ILE Services 

[TBD] 
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Appendix I 

Use cases of 3D reconstruction system based on implicit neural representation 

for ILE service 

(This appendix does not form an integral part of this Recommendation) 

I.1 Real-time 3D-INR system for ILE service 

[RE_ReND] introduced a method which called RE-ReND for rendering nerf in real time across 

devices. It is designed to achieve real-time performance by transforming NeRF into a representation 

that can be efficiently processed through a standard graphics pipeline. Re-ReND is able to render 

pre-trained NeRF methods in real time on a variety of devices with limited computing resources, 

such as AR/VR headsets and mobile phones. Figure I.1 shows how it support ILE service with 

Unity engine. Re-ReND preserves remarkable photo-metric quality even when rendering at over 

1,013 FPS on a desktop browser, or at the capped 74 FPS of a VR headset. In particular, it extracts 

NeRF by extracting the learned density into a grid, and breaks the learned color information into a 

set of matrices, effectively breaking down the light field of the scene. As a result, Re-ReND is able 

to render NeRF in real time, making it deployable on a variety of devices. When rendering 

challenging infinitely realistic scenes, it proposed approach achieves a speed improvement of more 

than 2.6x while maintaining comparable quality. 

 

Figure I.1 – Real-time RE-NeRF support ILE service with VR device 

Nvidia’s Instant-NGP [Instant-NGP] [Instant-git] can achieve the performance of real-time 

reconstruction of a 3D scene with some 2D videos/pictures shot from the scene, which could 

support ILE services in real-time. The 2D pictures should be distinct enough when reconstructing 

and the reality of the reconstructed 3D scene increases with the sharpness of input 2D pictures. And 

if there are more time for reconstruction, the 3D scene will be clearer and more realistic. 

Figure I.2 shows an example, the real-time construction of a statue. It’s necessary to take live 

videos from different directions with variant camera poses. Then Instant-NGP reconstructs the 3D 

scene of this statue as soon as the images are transmitted into the system. Finally, users could enjoy 

the ILE services, which include seeing the scene with their VR device and exploring the real-time 

reconstructed 3D scene by themself. 

Commented [TSB2]: Editor: not the right tag style for 

Bibliographic references. See the ITU author’s guide ([b-...]). 

Multiple occurrences, please fix. 
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Figure I.2 – Real-time Instant-NGP support ILE service with VR device 

 

I.2 Non-real-time 3D-INR system for ILE service 

[Editor notes: this part should revise to give the use cases that how non-real-time 3D-INR system 

support ILE service] 

Implicit Neural Representation-based 3D reconstruction system is capable of rendering scenes for 

immersive services with VR. It allows users to freely move their heads to explore complex scenes 

with the VR devices. 

Figure I.1 shows an example, it is a scene with a fox head. The first line is three images of this 

scene with different angles shot by the normal camera. Then use the INR technology to reconstruct 

this scene with these images, and render with the Unity engine. Finally, users could see the scenes 

with the VR device and explore it by moving their heads as shown in the second line of Figure I.1. 

It shows how the INR technology with Unity engine could provide a reality immersive experience 

based on the VR device. 

 

 

Figure I.1 – Fox scene rendered by NeRF with Unity engine. [ImmersiveNeRF] 

Users can also create their scenes and view them in their VR headsets with free software powered 

by NeRF. [VR_NeRF]Figure I.2 shows examples of deploying Real-time INR-based MobileR2L on 

Commented [TSB3]: Editor: make sure ITU receives a 

license to use the pictures in this document. 



- 11 - 

SG16-TD240/WP3 

mobile devices for real-time interaction with users. it can build neural rendering applications where 

users interact with 3D objects on their devices, enabling various applications such as virtual try-on.  

[Realtime_IEEE] [Realtime_Git] 

 

Figure I.2 – INR-based MobileR2L interaction on mobile devices [Realtime_IEEE] 

[TBD]  
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