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	First Change



[bookmark: _Toc133303911][bookmark: _Toc139015218][bookmark: _Toc152690180]1	Scope
The present document specifies the set of stage-3 procedures, APIs, and protocols for the reference points defined in Real-Time Media Communication (RTC) architecture. While TS 26.510 ddefines the common set of APIs and interactions, this document refers to TS 26.510 for the general aspects and primarily deals with RTC-specific aspects to support WebRTC-based real-time media transport over 5G. 
 …

	Second Change



[bookmark: _Toc120865026][bookmark: _Toc136506401][bookmark: _Toc152690302]Annex A (informative):
RTC client in terminal
Editor’s note: Almost the context here are just moved from main body of old version TS. Thus, all should be re-shaped and further elaborated!
[bookmark: _Toc152690303]A.1	Overview of high-level RTC architecturedata flow
The immersive Real-Time Communication (RTC) system is designed based on the RTC General aArchitecture specified in [2] to handle an immersive media such as AR or XR. Figure 4A.1-1 illustrates the high-level view of the RTC system that uses RTC AF and AS for realizing the services. RTC AF and AS provide the Control Plane (C-Plane) functionalities for setting up and controlling media and data sessions (U-Plane). The functionalities depend on supported scenarios of collaboration scenarios, which are described in [2]. RTC system shall support at least one scenario.


Figure 4A.1-1: High-level architecture data flow showing two RTC endpoints in terminals.
NOTE 1:	RTC AS may exists in the media/data path depending on the collaboration scenarios.
NOTE 2:	RTC AF and AS are provided by MNO or 3rd party, depending on adopted deployed collaboration scenarios.
NOTE 3:	Operator B is depicted for collaboration scenario 4. In other collaboration scenarios, "Operator B" is replaced with "Operator A", and the boxes representing the same functionalities are provided by an operator.
[bookmark: _Toc152690304]A.2	Reference RTC endpoint model
The RTC endpoint supports a subset of WebRTC, which enables real-time communication via application programming interfaces (APIs), supporting audio, video, and generic data to be sent between peers. Functionalities of WebRTC are available as JavaScript APIs for browsers, and libraries for applications [12]. Information on use cases and requirements of WebRTC can be found in [22].
The functional components of a terminal including an RTC endpoint using 3GPP access are shown in figure 4A.2-1. Based on XR Baseline terminal architecture specified in TS 26.119 [23], Media Session Handler and Content delivery protocols are realized as a RTC MSH and WebRTC Framework, as specified in TS 26.506, respectively. Application may be a WebRTC application where C-plane is supported by RTC architecture or Web application (e.g., browser) where WebRTC APIs are involved for peer connection and immersive media delivery. Details of the associated APIs (RTC-6 and RTC-7) are specified in TS 2526.510 [3]. The rest of functional blocks and interfaces are addressed in TS 26.119.


Figure A.2-1: Functional components of a terminal 
[image: ]
Figure A.2-2: Functional components to handle immersive media
NOTE 1:	Device information is assumed to be stored in the UE and loaded to the RTC endpoint during session setup.
NOTE 2:	The RTC endpoint may exchange media and data with external devices tethered over wired/wireless links such as USB-C, 3GPP PC5 [24], or non-3GPP radio access technologies such as(e.g., Wi-Fi or Bluetooth).
NOTE 3:	Text can be entered via user interface, typically available on display.
When a user launches a WebRTC application, a RTC MSH communicates with RTC AF to retrieve configuration information for session establishment. Note that this is exchanged via RTC-5 or alternatively, application-specific signalling function (e.g., collaboration scenario 1) as addressed in Annex A of TS 26.506 [2]. The configured information is then available to Application and Media Access Function via RTC-6 interface and the Application is ready to deliver an immersive media to the remote endpoint.
The following components are exchanged over WebRTC session.
-	Video component: An RTC endpoint in terminal can be connected to one or more colour cameras, and/or to one or more depth cameras. The outputs of cameras may be pre-processed (e.g., converting data rates or representation formats) and the pre-processed media may be transmitted to the receiver of remote RTC endpoint. Then the remote client may post-process before they are input to displays (e.g., scene composition).
Editor’s NOTE : The format and profile for the immersive video will be specified in TS 26.119
-	Audio component: Similarly to video component, one or more microphones can be connected to an RTC endpoint. The captured audio bitstreams may perform pre-processing and/or post-processing to enhance the immersiveness (e.g., acoustically matching the perceived directions or locations of audio with those of video scenes).
Editor’s NOTE : The format and profile for the immersive audio will be specified by IVAS work outputs.
-	Sensor component: An RTC endpoint can utilize the information from various sensors for understanding environments, processing captured or received media, or other goals. The information may be locally utilized or transmitted with processed media.
-	Signalling information: An RTC endpoint shall communicates to WebRTC signalling server to establish peer-to-peer connection. This signalling information is delivered through RTC-4s interface (as specified in clause 4.3.3 of TS 26.506) using WebSocket. Detailed protocol of WebRTC signalling is addressed in clause 13.2.
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