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Introduction

Clause 5.4.2 working assumptions for Dynamic 3DGS content, contains the following editor’s note: 
Editor’s note: the scene complexity may impact the feasibility of this use case on mobile platforms and associated limitations need to be identified.
Clause 6.3 on complexity is also empty.
This contribution provides initial text addressing this editor’s note, for clause 6.3 (or other suitable clause) of TR 26.958.

Proposed text

[bookmark: _Toc214542888]6.3	Complexity
6.3.X	Dynamic 3DGS

Dynamic scene complexity may significantly impact the feasibility of dynamic 3DGS content on mobile platforms. High‑motion or structurally complex scenes tend to increase GPU memory usage, rendering load, bandwidth consumption, and thermal pressure on the device. 
The following parameters can directly constrain achievable frame rate, session duration, and desirable visual quality:
· Number of Gaussians
· Magnitude of motion
· Presence of topology changes
· Variability of Gaussian attributes
Determine the maximum scene complexity that representative UE categories can sustain based on these factors is FFSneed to be studied.

With respect to compression, highly dynamic content (e.g. multi‑person scenes, self‑occlusions, cloth or hair motion) often reduces the benefits of temporal prediction. Such content tends to require more frequent keyframes and weaken the temporal coherence assumptions underlying many coding algorithms. Encoding and decoding complexity therefore increases with the intrinsic complexity and temporal variability of the scene. 

Dynamic 3DGS representations may be further categorized as tracked, partially tracked, or untracked, depending on whether Gaussian primitives maintain temporal associations across frames. These categories differ in their efficiency for temporal prediction and robustness to motion or topology changes. 
Tracked 3DGS: a temporally consistent Gaussian representation where each Gaussian primitive has an identity preserved across frames and the time evolution can be modeled (e.g., position, covariance, SH coefficients).
Semi‑Tracked 3DGS: a partially consistent representation where some subsets of gaussians are tracked over time, but splits, merges, or new gaussians appear/disappear, and identity consistency is intermittent.
Untracked 3DGS: a frame‑based representation where each frame is an independent Gaussian cloud with no temporal correspondences between frames.
Comparing these formats with respect to bitrate efficiency, latency, UE processing and resulting visual quality is FFSneed to be studied

Further, the original INRIA 3DGS representation [X], widely used for static Gaussian‑based radiance field rendering, was designed for per‑scene optimization, static topology, and frame‑independent Gaussian attributes. As such, it does not exploit temporal redundancy and is not inherently optimized for dynamic content. Recent academic developments already explore alternatives overcoming such limitation. [1], [2], [3], [4]
The prevalent  Whether multiple dynamic‑oriented 3DGS format(s) may coexist is FFS will need to be identified.. 

Conclusion.
It is proposed to add the text above in section 6.3.X or other suitable section of TR 26.958.
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