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1. Introduction
This contribution gives a brief discussion on some AI trends related to 3DGS.

2. Discussion
The original paper on 3D Gaussian Splatting for Real-Time Radiance Field Rendering [1] published in August of 2023 presents a workflow as shown below:
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Whilst the original workflow process includes a closed loop optimization problem using convergence with ground truths to output a learned representation, it should be noted that neural networks were not used in any part of the workflow.
Since the publish of the original paper, there has been an influx of research in academia to improve all aspects of the workflow, including the adoption of neural network based techniques.
In particular, some methods gaining interest include:
· VGGT: Visual Geometry Grounded Transformer [2], a feed-forward neural network that directly infers all key 3D attributes of a scene, including camera parameters, points maps, depths amps and 3D point tracks, from one, a few, or hundreds of its view. VGGT is quickly replacing the more traditional Structure from Motion technique for the initialization process to create a sparce point cloud due to its faster and more accurate algorithm, especially when the number of input views is limited.

· Optimized learned representations to create 3DGS representations directly, such as DepthSplat [3] (which connects depth estimation and 3DGS with a shared architecture) and AnySplat [4] (which feeds uncalibrated input images into a feed-forward network without the need to known camera poses and per-scene optimization).

· Scalable large reconstruction models for 3DGS, which focus on using transformer-based large reconstruction models that predicts 3D Gaussian primitives (as opposed to adopting triplane NeRF as the scene representation). Methods such as GS-LRM [5] and iLRM [6] have advantages of supporting scalability whilst being fast and maintaining good visual quality.

· New 3DGS rendering modes targeting real-time deployment on heterogeneous platforms. Recent work focuses on more efficient splat rasterization processes. For example, RTGS introduces an efficiency-aware pruning strategy and foveated point-based neural rendering to reach real-time (>100 FPS) 3DGS on mobile GPUs [7]. Hybrid Transparency Gaussian Splatting (HTGS) proposes several blending modes, including hybrid schemes that sort only the most important splats and treat the remaining ones with order-independent transparency, greatly reducing the cost of depth sorting while preserving quality [8]. Other approaches aim for fully sort-free rasterization, such as Weighted-Sum Rendering, which replaces non-commutative alpha blending by commutative weighted sums so that splats can be rendered using standard hardware blending without any explicit depth sorting [9]. StochasticSplats rasterization uses a Monte-Carlo estimator of the volume-rendering equation to blend overlapping Gaussians correctly while entirely removing the sorting step and gaining more than four-time speed-up over sorted rasterization [10].	Comment by Julien Ricard: Propose bullet point on the new. rasterization processes. 

3. Proposal
It is proposed to take into account the fast research progress of AI based solutions related to 3DGS, in particular related to 3DGS content generation. It may be worth documenting some of the important aspects in this area into the related TR for the study.
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