	
3GPP TSG SA WG 4 Meeting #134 	S4-251768
17-21 November 2025, Dallas, Texas, USA	

Source:	Tencent, Samsung Electronics Co., Ltd.
Title:	[FS_3DGS_MED] Pseudo-CR on use case 3: playback of dynamic 3DGS content

Spec:	3GPP Draft TR 26.958 v0.0.1
Agenda item:	9.7
Document for:	Agreement

1. Introduction
3D Gaussian Splatting (3DGS) has recently emerged as a photorealistic 3D representation that is lightweight enough for real-time rendering on mobile GPUs. FS_3DGS_MED study has been created to evaluate the support of 3DGS content in 3GPP systems, including capture on device, transmission over 3GPP services, decoding, and rendering on mobile devices. 
This contribution proposes Use Case 3 (UC3): playback of dynamic 3DGS content, such as short volumetric performances or capture or a person. The focus is on time-varying 3DGS sequences delivered for on-demand to mobile devices. 
We propose that this use case is used as baseline for requirement derivation, traffic analysis, and reference implementation for the following FS_3DGS_MED study evaluation.

2. Reason for Change
We propose that FS_3DGS_MED studies the following scenario: playback of dynamic 3DGS content. 
In this use case, a user launches an application and selects a 3DGS dynamic scenes, then the UE receives time-varying 3DGS content representing dynamic subjects such as a dancer, athlete, singer, band, sporting action, etc…  The content is streamed or downloaded in real time, decoded on the UE, and rendered locally with free navigation option. 
The type of animated 3DGS scenes is not limited and the previous list is not exhaustive.

3. Proposal
It is proposed to agree the following changes to the draft 3GPP TR 26.958.

[bookmark: _Hlk61529092]* * * First Change * * * *
[bookmark: _Toc213432150]5	Use cases
[Editor’s note: Placeholder for the description of the use cases]
[bookmark: _Toc213432151]5.1	Introduction
5.2	Use case#1
5.3	Use case#2
5.4	Use case#3Dynamic 3DGS content
5.4.1	Description
A UE receives time-varying 3DGS content depicting a dynamic subject or scene (e.g., a performer, dancer, singer, exhibition moment, band, sport action …). The UE renders the 3DGS content sequence in real time. The delivery and rendering process may also be assisted by the network through mechanisms such as partial delivery or network-assisted rendering. The user is offered the ability to adjust the viewpoint locally within a constrained navigation volume while the subject or scene itself changes dynamically over time. This is analogous to volumetric video streaming, except the rendering primitive is 3D Gaussian splats rather than textured meshes or voxels.
	Comment by Eric Yip: I removed this sentence since it is a repeat of what is mentioned in the next paragraph.
This use-case is mainly focused on the delivery, decoding, and real-time rendering of pre-recorded dynamic 3DGS sequences (e.g. on-demand streaming of file download). Depending on feasibility, live dynamic 3DGS capturing and delivery may also be considered at a later stage.
This use case aligns with 3GPP TR 26.928 [aa], specifically Use Case 3: Streaming of Immersive 6DoF (non-live/on-demand variant).
5.4.2	Working assumptions
This section outlines the end-to-end processing chain covering the delivery and rendering of dynamic 3DGS content, emphasising adaptive delivery and device capability requirements.
-	Acquisition and content generation
-	The capture and the generation of dynamics 3DGS models are not the focus of this use case, but the feasibility of such processes using non-professional setups may be considered at a later stage.
-	Compression and packaging
-	Sequence serialization with time indices
- 	The 3DGS sequence is compressed to meet the service and bandwidth constraints in term of bitrate.
NOTE: The scene complexity may impact the feasibility of this use case on mobile platforms and associated limitations need to be identified.
[Editor’s note: workflow is expected to be documented because it has different uplink/downlink traffic and latency profiles.]
[Editor’s note: characterize which Gaussian parameters need to be signalled (position, scale, orientation, color, spherical harmonics, opacity, etc.) and what level of precision and number of gaussians is required for acceptable quality meeting the EU's performance capabilities. This directly impacts file size and bitrate] 
[Editor’s note: To be considered whether existing 3GPP media delivery frameworks (e.g. MMS, messaging, file transfer) can carry a static 3DGS models without new protocol work, or whether new signalling is needed]
-	Transport and delivery
-	On-demand streaming and file delivery is used to transmit the 3DGS compressed data.
-	Partial delivery or streaming of the 3DGS compressed data may also be supported depending on the 3DGS data characteristics as well as UE and network capabilities.
-	The delivery of the UE’s pose information is needed when performing partial delivery.
-	Decoding and decompression
-	The UE and/or network parses the dynamic scene, fetches/decompresses 3DGS data, and manages GPU residency for visible gaussian splats.
-	Rendering
-	Real-time splat-based renderer.
-	Navigation is constrained to the allowed-view volume derived from the capture information.
-	Navigation may be further constrained to collision detection with 3DGS objects in the scene. For example, by analysing the local splats density or using objects bounding boxes, or with a pre-defined authorized navigation area.
-	Rendering may also be done by the network if using network-assisted rendering.
[Editor’s note: how “allowed navigation volume” is expressed to the receiver for safety, privacy, and quality reasons]

* * * End of Changes * * * *

