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[bookmark: foreword][bookmark: _Toc221015989]Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall	indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should	indicates a recommendation to do something
should not	indicates a recommendation not to do something
may	indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can	indicates that something is possible
cannot	indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will	indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not	indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: _Toc221015990]Introduction
Release 19 introduced architecture and procedure enhancements for the IMS Data Channel (DC) feature set in 3GPP TS 23.228 Annex AC, including the roles of the Data Channel Signalling Function (DCSF), Media Function (MF), Data Channel Application Server (DC AS), and associated procedures such as bootstrap, standalone DC sessions, and multi-application multiplexing.
The purpose of the present document is to study enhancements and clarifications needed to align stage 3 specification work in 3GPP TS 26.114 with the Release 19 stage 2 framework, and to address ambiguities and enhancement requests identified by external groups (e.g. GSMA) and other 3GPP working groups. The technical content is structured as a set of key issues, each followed by candidate solution directions and recommended actions.

[bookmark: scope][bookmark: _Toc221015991]
1	Scope
The present document studies enhancements to the IMS Data Channel specified in 3GPP TS 26.114 in order to improve interoperability and to close ambiguities observed after Release 19 stage 2 architecture work in 3GPP TS 23.228 Annex AC. The study focuses on multi-application multiplexing, interworking between Data Channel enabled MTSI and MTSI-only endpoints, HTTP subprotocol usage including handling of external resources, and cross-specification alignment. The document records key issues and solution directions and does not contain normative requirements.
[bookmark: references][bookmark: _Toc221015992]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 26.114: "IP Multimedia Subsystem (IMS); Multimedia telephony; Media handling and interaction".
[3]	3GPP TS 23.228: "IP Multimedia Subsystem (IMS); Stage 2".
[4]	3GPP TS 24.229: "IP Multimedia Call Control Protocol based on SIP and SDP".
[5]	3GPP TS 23.222: "Common API Framework (CAPIF)".
[6]	3GPP TS 33.126: "Lawful interception requirements".
[7]	S4-251437, GSMA, LS to 3GPP about the external data channel content access requirements
[bookmark: definitions][bookmark: _Toc221015993]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc221015994]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
IMS Data Channel: a WebRTC data channel established within an IMS session according to TS 26.114, typically using DTLS/SCTP.
Data Channel application: An application identified and requested for use over the IMS Data Channel as described in TS 23.228 Annex AC.
Data Channel Application Server (DC AS): an application server that provides DC application content and may participate in DC procedures as described in TS 23.228 Annex AC.
Data Channel Signalling Function (DCSF): a network function that supports IMS Data Channel application discovery, bootstrap, and policy handling as described in TS 23.228 Annex AC.
Media Function (MF): a network function used for media anchoring and, for IMS Data Channel, potentially supporting proxying and interworking functions as described in TS 23.228 Annex AC.
[bookmark: _Toc221015995]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc221015996]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
DC	Data Channel
DC AS	Data Channel Application Server
DCE	Data Channel Enhancements
DCSF	Data Channel Signalling Function
IMS	IP Multimedia Subsystem
LI	Lawful Interception
MF	Media Function
MTSI	Multimedia Telephony Service for IMS
UE	User Equipment


[bookmark: clause4][bookmark: _Toc221015997]4		Key issues and solution directions
[bookmark: _Toc221015998]4.1	KI#1: Multiplexing edge cases for multi-application IMS DC (TS 23.228 Annex AC.7.10)External Resources

[bookmark: _Toc221015999]4.1.1	Issue statementDescription
GSMA NG UPG [1] has outlined a DC web application scenario in which a UE‑resident web application delivered by the DC Application Server (DC AS) integrates an external AI Large Language Model (LLM) hosted at a third‑party origin over HTTPS and authorized via OAuth 2.0. After the DC AS serves the UI over the Data Channel, the running application must contact one or more fully qualified external endpoints to submit prompts, stream partial outputs (e.g., via WebSockets, Server‑Sent Events, or HTTP/2/3), and fetch auxiliary sub-resources such as scripts, fonts, images, or embedded authorization panels.
[bookmark: _Toc221016000]4.1.2	Solution Candidatesdirection
The solutions being considered and feasible are two. The first treats the Media Function (MF) as a generic HTTP(S) proxy that front‑fetches all external requests and returns responses back to the UE. The second preserves the web origin model and relies on a UE‑enforced Content Security Policy (CSP), combined with Cross‑Origin Resource Sharing (CORS) at the external origin, to permit only those cross‑origin interactions that the DC AS explicitly declares. 
4.1.2.1 	MF as TLS tunnel or HTTP(S) proxy
First off, using the MF as an HTTP(s) proxy that terminates the TLS connection is an extreme risk that completely exposes user’s credentials and application data to the MF, which may also leak beyond that. So this solution should not be considered.
In the proxy‑tunnel over IMS Data Channel approach, the UE uses the DTLS/SCTP association established during call setup and opens one or more application data channels for tunnelling to external origins via the MF. Application data channels are not created in‑band. TS 26.114 requires that each application data channel be represented in SDP with an a=dcmap attribute and that the UE send a subsequent SDP offer to add or update those channels. That offer can be conveyed by SIP re‑INVITE or SIP UPDATE according to TS 24.229. After the offer/answer exchange is complete, the UE can send a tunnel establishment message over the negotiated stream. The MF validates the requested authority against local policy, opens a TCP connection to the external origin, and confirms the tunnel. The UE then runs a full TLS handshake to the origin through the tunnel, which preserves end‑to‑end confidentiality because the MF forwards encrypted bytes and does not hold session keys.
This signalling model has direct performance and scaling consequences as it maps one external destination to one application data channel. Each additional channel requires an SDP change and a new offer/answer round‑trip across the IMS signalling path. The P‑CSCF and S‑CSCF process each update. The MF also participates as it anchors the data channel. Each renegotiation adds a non‑trivial delay before any application bytes can flow on the new stream.
Implementation on the UE side is complex because standard browser and OS HTTP stacks do not expose IMS primitives. A web application must intercept fetch() and XMLHttpRequest, determine when a request should use a tunnel, triggers the IMS client to create a subsequent SDP offer with new a=dcmap entries, waits for the answer, and only then serializes HTTP over the SCTP stream. It must parse response bytes and reconstruct JavaScript Response objects. Error handling spans the Service Worker, SIP offer/answer, SCTP stream state, MF policy, and the external origin. Long‑lived responses, such as Server‑Sent Events for token streaming, increase fragility. The Service Worker must bridge flow control between the browser and the SCTP stream. Any SCTP reset or mid‑call session change truncates the stream, and recovery requires application logic to re‑establish both the tunnel and the HTTP transaction. All this is different from fetching static resources coming from the same origin as the web application HTML page as that automatically reuses the same connection and bootstrap application.
Provider‑side security and operations are also affected. OAuth workflows rely on context such as source network and geolocation. Through the tunnel the provider observes the MF’s egress address rather than the UE’s carrier address. Tokens issued in one network context can appear replayed when used from another. Refresh flows that validate by IP continuity may fail. Cryptographic token binding to the TLS channel still verifies end‑to‑end, but provider heuristics that depend on IP reputation, ASN alignment, or regional consistency can misclassify traffic. Aggregation behind a single MF address collapses attribution. Rate limiting, quota enforcement, abuse mitigation, and usage‑based billing lose per‑user fidelity. A single abusive client can trigger blocks that affect all users sharing the MF. Geolocation and regulatory controls reflect the MF’s location instead of the UE’s, which creates both false rejections and potential compliance issues. Audit trails at the provider record the MF as the caller, which complicates incident response and per‑user tracing.
4.1.2.2	CSP enforced at the UE with CORS at the external origin
A CSP‑centric solution keeps policy expression at the DC Application Server and enforcement at the UE. The solution is fully compatible and enforced by all web browsers. The DC AS delivers the DC web application and declares a strict Content‑Security‑Policy in the same HTTP response over the bootstrap data channel. The policy starts from “default deny” and then allow only the external origins that the application requires for each resource class. The UE enforces the effective CSP locally. Any fully qualified URL that is not admitted by the policy is blocked before a network connection is made.
The policy constrains connections for data exchange with connect-src. Only the authorization server and the specific API endpoints needed by the LLM workflow are listed. Script execution is limited to code that the DC AS authorizes using a per‑response nonce or stable hashes. 
CSP operates together with CORS. Even when CSP admits an origin, a cross‑origin request only proceeds if the external server opts in with the correct Access-Control-Allow-Origin value. When credentials are present, the external server returns the caller origin and does not use wildcards. This keeps OAuth flows predictable. Tokens are sent only to the hosts listed in connect-src. Frames and form submissions are restricted to the explicit authorization domains. The model adds no network element and preserves end‑to‑end TLS between the UE and the external provider.
The following headers illustrate typical deployments. Each header is emitted by the DC AS. The nonce value is generated uniquely per response and attached to the allowed <script> elements.
Example of a baseline CSP with default deny with nonce‑based scripts:
Content-Security-Policy: default-src 'self'; script-src 'self' 'nonce-<per-response-random>' 'strict-dynamic'; style-src 'self'; img-src 'self' data:; font-src 'self'; connect-src 'self'; frame-src 'none'; object-src 'none'; base-uri 'none'; frame-ancestors 'none'; upgrade-insecure-requests; block-all-mixed-content
Example of an LLM integration with OAuth authorization server:
Content-Security-Policy: default-src 'self'; connect-src 'self' https://api.example-llm.com https://auth.example-llm.com; script-src 'self' 'nonce-<per-response-random>' 'strict-dynamic'; style-src 'self'; img-src 'self' data:; font-src 'self'; frame-src https://auth.example-llm.com; form-action 'self' https://auth.example-llm.com; object-src 'none'; base-uri 'none'; frame-ancestors 'none'; upgrade-insecure-requests; block-all-mixed-content
[bookmark: _Toc221016001]4.1.3	Potential specification impacts

[bookmark: _Toc221016002]4.1.4	Open points and dependencies

[bookmark: _Toc221016003]4.2	KI#2: Interworking facilitation with MTSI (TS 23.228 Annex AC.7.9)
[bookmark: _Toc221016004]4.2.1	Issue Descriptionstatement
To enable the interworking between the originating DCMTSI UE and the terminating MTSI UE, the following data flows are required to be set up;
-	Bootstrap data channel between the originating DCMTSI UE and IMS Data Channel functional entities
-	For media data in MMTEL session, which is not associated with the data channel (e.g., audio or video),
.	RTP flows between DCMTSI UE and MTSI UE
-	For media data in MMTEL session, which is associated with the data channel,
.	Application data channel between DCMTSI UE and IMS Data Channel functional entities
.	Upon interworking entity with the terminating MTSI UE,
.	Interworking via MF: RTP flows between MTSI UE and Media Function (MF)
.	Interworking via DC AS: Not specified (e.g., SMS)
Figure 4.2.1-1 illustrates the media flows for interworking scenario. Note that all the flows in the figure are not activated depending on the interworking scenario. 
[image: A diagram of different colored arrows

AI-generated content may be incorrect.]
[bookmark: _CRFigureAC_7_9_11]Figure 4.2.1-1: Data flows for interworking scenario
3GPP TS 23.228 [3] clause AC.7.9 specified the signalling procedure for interworking case when the originating DCMTSI UE is communicating with the terminating MTSI UE, and vice versa. When the terminating UE does not support IMS DC, it returns bootstrap DC negotiation result to the originating network with the port number of zero. With this result, DCSF recognizes the terminating UE or network rejects IMS DC negotiation and the bootstrap data channels are established only between the originating UE and MF. 
For the case of interworking of application data channel to MTSI UE via MF, the transcoding may be performed by MF, upon instructions by DCSF and the transcoded MMTEL media is transferred to the terminating MTSI UE via the associated RTP stream.
For the case of interworking of application data channel to MTSI UE via DC AS, DCSF determines that IMS DC interworking is to be performed based on the session event notification from IMS AS and changes P2P application data channel into P2A. After P2A application data channel is established, the originating DCMTSI UE sends the data channel application media to the DC AS, which performs the necessary interworking actions on the application media. How the DC AS performs interworking actions for the terminating MTSI UE is out of scope of TS 23.228.
4.2.2	Gap analysis with TS 26.114
Clause AC.7.9.3 in TS 23.228 introduced the signalling flows to provide interworking of application data channel to MTSI UE via DC AS. When the originating DCMTSI UE initiates a P2P application DC, and if DCSF determines to change the original request of P2P application DC to P2A for interworking with the terminating MTSI UE, then DCSF instructs IMS AS to modify the endpoint type of the application data channel. Finally, IMS AS sends 200 OK for the re-INVITE initiated by the originating DCMTSI UE with the modified endpoint. 
Observation 1) In TS 23.228, IMS AS modifies the endpoint type of the application data channel from P2P to P2A to support IMS DC interworking via DC AS.

The endpoint type is specified in an "adc-stream-id-endpoint" parameter as part of the "app-dc-info" in an "a=3gpp-req-app" attribute, as defined in TS 26.114 [2] clause 6.2.13. Thus, to support the interworking via DC AS as specified in TS 23.228, IMS AS should change the value of "adc-stream-id-endpoint" parameter from UE to server. However, TS 26.114 clause 6.2.10.3 addressed that the SDP answerer for the application DC shall include the same values for the "a=3gpp-req-app" from the offer (except adding an optional app-dc-status" parameter), which is the misalignment between two technical specifications. Hence, DC application in the originating DCMTSI UE is required to identify the interworking mode is enabled to distinguish the actual target endpoint for a specific media flow. 
Observation 2) SDP answerer for the application DC shall not change the value of endpoint parameter in "a=3gpp-req-app" attribute.
Observation 3) DC application in the originating DCMTSI UE is required to identify the interworking mode is enabled to distinguish the actual target endpoint for a specific media flow.

[bookmark: _Toc221016005]4.2.32	Solution Candidatesdirection

[bookmark: _Toc221016006]4.2.43	Potential specification impacts

[bookmark: _Toc221016007]4.2.54	Open points and dependencies

[bookmark: _Toc221016008]4.3	KI#3: Clarifications to HTTP protocol usage on IMS DC and handling of external resources
[bookmark: _Toc221016009]4.3.1	Issue Descriptionstatement

[bookmark: _Toc221016010]4.3.2	Solution Candidatesdirection

[bookmark: _Toc221016011]4.3.3	Potential specification impacts

[bookmark: _Toc221016012]4.3.4	Open points and dependencies

[bookmark: _Toc221016013]4.4	KI#4: Using a single DC stream for Multi DC Application Data Transmission  Consolidate Release 19 stage 3 implications and address incoming liaison statement topics
[bookmark: _Toc221016014]4.4.1	Issue Descriptionstatement
According to the current standard protocol, each DC application must first establish an ADC (Application Data Channel) with its own server or the peer terminal before sending data, and then transmit interactive data through the ADC.During the implementation process, this mechanism may have some issues:
· Although theoretically a large number of DC channels can be established for each call session, in real-world implementations, considering factors such as resource consumption and power usage, the number of DCs that can be established per session by terminals and networks is limited. For example, current chips only support the establishment of up to 4 ADC bearers within a single session. Given different QoS requirements and various destination endpoints, it is difficult for these 4 bearers to flexibly support a wide range of DC applications.
· Each time a DC application is opened, it must first initiate a DC bearer negotiation, which introduces a delay of 100–500 ms and affects the user experience. The issue becomes particularly severe when a user closes DC application 1 and immediately opens DC application 2. If the terminal implementation is not robust enough, negotiation conflicts may easily occur.
· Some DC applications are designed to provide services immediately upon answering a call — such as call captioning (including translation), background replacement, and real-time call transcription. If both the calling and called parties have subscribed to related services, they may simultaneously initiate DC negotiation requests at the moment the call is answered, making it highly likely that signaling conflicts will arise.
[bookmark: _Toc221016015]4.4.2	Solution Candidatesdirection

[bookmark: _Toc221016016]4.4.3	Potential specification impacts

[bookmark: _Toc221016017]4.4.4	Open points and dependencies

[bookmark: _Toc221016018]4.5	KI#5: Support of Automatic Resumption Cross-specification alignment (TS 23.228, TS 26.114, TS 26.264, TS 26.567)
[bookmark: _Toc221016019]4.5.1	Issue Descriptionstatement
Automatic resumption is the feature to support resuming the watching experiences from the point where an user has left off. It is widely available on the various digital streaming platforms to continue interacting with the streaming services from the last point. GSMA TSG IMSDCAS had developed this feature in GSMA PRD NG. 129 and requested the potential technical extension to support this session continuity in IMS data channel. 
The typical use cases for automatic resumption include;
[bookmark: _Hlk221025739]-	Abnormal or normal session termination by the network or user: in that case the Automatic Resumption allows to continue application session pass the single IMS session duration enhancing user engagement with the platform
-	System Notification: when user receives system notification, e.g. security notification, the Automatic Resumption allows user to suspend the application to address the notification and latter resume the usage at a proper point.
The automatic resumption is required to apply both scenarios;
-	Peer-to-peer session (e.g., caller UE#1 and callee UE#2)
-	Call transfer case (e.g., caller UE#1 is transferred to UE#3)
GSMA has identified that, to support automatic resumption, it is required to have a persistent identifier that serves as the unique key into the database that stores the application context/state. Such a unique identifier needs to be exchanged between peers and it has configurable life time. In this document, the analysis on its technical feasibility will be provided.
[bookmark: _Toc221016020]4.5.2	Solution Candidatesdirection

[bookmark: _Toc221016021]4.5.3	Potential specification impacts

[bookmark: _Toc221016022]4.5.4	Open points and dependencies

[bookmark: _Toc221016023]4.6	KI#6: IMS Bootstrap Data Channel Restart New media use cases and gap analysis for IMS DC
[bookmark: _Toc221016024]4.6.1	Issue Descriptionstatement
In TS 26.114, handling of some IMS DC failure and exceptional cases are missing and how to resolve them is therefore unclear, which could lead to inconsistent behaviour or even interoperability problems.
This problem could be mapped to more than one of the DC Enhancement study objectives, including for example “clarifications to HTTP protocol usage on DC” and “identify inconsistencies and ambiguities between TS 23.228, TS 26.114, TS 26.264, and TS 26.567 and document alignment and clarification actions”.
One such exceptional case is IMS DC transport restart, i.e., DTLS restart and/or SCTP restart. Such restart could be needed and triggered by, for example, IMS call forwarding, IMS call forking (typically only when using IMS DC as “early media”), and any access transport failure that led to IP address and/or UDP port change on the core and/or UE side. Details on when and how to perform DTLS restart and SCTP restart, is covered by the TS 26.114 references to IETF RFC 8864 and RFC 8841, and in further references in those RFCs.
Current text in TS 26.114 for Bootstrap Data Channels (BDC) in clause 6.2.10.1 says that the “initial entry point of data channel application accessible at the HTTP root ("/") URL”, which suggests the UE to use this URL just after the BDC is established. As described by TS 29.176 clause 6.1.6.2.5, this root URL will typically be changed in the MF to represent the specific subscriber before being passed to DCSF, to enable providing a user customized experience. This latter (changed) URL is not seen by the UE and is not the target for this discussion.
The text in TS 26.114 is, however, silent on what initial URL the UE should use if the BDC, for possible reasons indicated above, is reestablished.
[bookmark: _Toc221016025]4.6.2	Solution Candidatesdirection
Different URLs could be used as initial URL in a reestablished BDC, either:
a) The same “initial entry point” as when first establishing the BDC ("/").
This is a possible interpretation of the existing text, is straightforward, would provide a clearly defined restart point, keep the possibility for adapting the URL to the specific subscriber in the MF, and no downsides have been identified. It seems like a good approach and is preferred by the source of this document.
b) The last URL used in the BDC before the restart happened.
This would likely not work, for example, if the transport restart was due to forking or forwarding, because the IMS network serving the reissued URL would likely be different before and after the restart, and the reissued URL may not even be valid in the IMS network after the restart.
c) Some other URL.
Currently, no use cases or scenarios exist that could suggest how to choose such URL.
[bookmark: _Toc221016026]4.6.3	Potential specification impacts

[bookmark: _Toc221016027]4.6.4	Open points and dependencies

[bookmark: _Toc221016028]5	Conclusions and recommendationsed way forward
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