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1. Introduction
[bookmark: _Hlk212665623]The Study on dynamically changing traffic characteristics and usage of enhanced QoS support in 5GS for media applications and services examines various use cases and scenarios representative of real-world media usage, such as real-time communication, streaming, short-form video download and media upstream for AI inferencing. For each scenario, corresponding test setups will be developed and documented. The primary objective is to identify how traffic patterns evolve dynamically and to explore the usage, benefits and deployment aspects of related QoS features available in the 5G System. 
This contribution focuses on the description of the experimental approach and test setup real-time communication for Conversational XR.
2. Reason for Change
[bookmark: _Hlk212665665]Clause 6.1.1 on the description of the experimental approach and test setup for real-time communication for Conversational XR is currently empty.
This document provides the experimental approach and test setup corresponding to the real-time communication for conversational XR service scenario of clause 5.2 based on InterDigital XR platform for traffic measurement associated with QoE metrics.
3. Proposal
[bookmark: _Hlk61529092]It is proposed to agree the following changes to 3GPP TR 26.823 v0.2.0.
[bookmark: _Toc199880581]
* * * First Change * * * all new
[bookmark: _Toc216449553][bookmark: _Toc199880582]6.1	Evaluation #1: Real-Time Communication for Conversational XR
6.1.1 	Description 
6.1.1.1 	Experimental approach
This experimental approach relies on a standalone custom client/server XR platform for a simplified emulation of real-time communication for conversational XR.
This standalone custom client/server XR platform allows aenables control on the transmission/reception of XR data at both the client and the server sides in uplink and downlink to measure QoE metrics (e.g., pose-to-render-to-photon, roundtrip-interaction delay) such as those identified in clause 5.2.3as specified in clause 11 of TS 26.119, in addition to the uplink/downlink traffic characteristics.
For RTo mimic real-time communication with an interactive XR scene between two or more participants, the generation and transmission of user’s XR data (e.g., pose information, action, real environment data) are performed at the client side. The management of the XR scene, the generation and the transmission of the resulting XR scene data (e.g., scene state for local rendering, media) are performed at the server side.
For the measurement of latency QoE metrics (e.g., pose-to-render-to-photon, roundtrip-interaction delay), this approach allows the insertion of per-packet metadata (e.g., timing information as defined in clause 5.2 of TS 26.522) in both the uplink and downlink flows. For example, to measure an end-to-end latency QoE metric, the uplink packets (e.g., pose information) and the corresponding downlink packets (e.g. scene state for local rendering) can be marked with per-packet metadata.	Comment by Rufael Mekuria: Need to be specific	Comment by Rufael Mekuria: Packet latency is not a QoE metric if done on a per packet basis
The resulting media traffic characteristics in uplink and downlink and the QoE metrics are first measured on a wired ethernet connection between the client and the servernetwork (which acts as an ideal network).
Then, to have deterministic, controllable and reproduceableemulate 5G network conditions, the uplink and downlink media traffic characteristics are measured using test channels or emulated 5G network. to emulate real-time typical radio and capacity conditions of the 5G cell impacting the delays and losses of the transmitted packets.	Comment by Rufael Mekuria: What are test channels
For example, the following 5G network conditions may be considered: nominal, at cell-edge, with system load in a multi-UE scenario.	Comment by Rufael Mekuria: Is this necessary ? consider removing or alternatively being more specific
6.1.1.2 Test setup
The test setup is provided in Figure 6.1.1-1.
At the client side, a custom XR application developed using the Unity 3D game engine(e.g., Unity 3D)
· generates and transmits user’s data (e.g., pose information, action, real environment data) with metadata (e.g. timing information) for QoE metrics measurement to the remote Scene Manager as shown in Figure 6.1.1.1 and defined in clause 3.1 of TS 26.119,
· receives the resulting XR scene data (i.e.e.g., scene state for local rendering, media) with metadata for QoE measurement, renders and displays the XR scene.
At the server side, a custom XR application developed using the Unity 3D game engine(e.g., Unity 3D)
· receives the user’s data with metadata for QoE metrics measurement,
· updates the XR scene and collects QoE metrics for that update,
· transmits the resulting XR scene data with metadata for QoE metrics measurement.
Five Observations Points are introduced in the UE and network for the measurement of the traffic characteristics and QoE metrics as shown in Figure 6.1.1-1.
The measurement of the uplink and downlink traffic characteristics is done on IP packets using an open-source network protocol analyser such as the Wireshark tool through the two following Observation Points:
· The Network_UE_OP Observation Point at UE side for the 5G network emulator ingress of the uplink XR data (e.g., pose information, action, real environment data) and for the 5G network emulator egress of the downlink XR data (e.g., scene state for local rendering, media)
· The Network_UPF_OP Observation Point at UPF side for the 5G network emulator egress of the uplink XR data (e.g., pose information, action, real environment data) and for the 5G network emulator ingress of the downlink XR data (e.g., scene state for local rendering, media)
Traffic characteristics such as burst size, duration, delay between bursts measurements are done at both 5G network emulator ingress and egress to highlight the impact of network performance on the uplink and downlink data traffic characteristics. In addition, variability in 5G network emulator ingress data traffic characteristics is indicative of application and/or transport level impacts from network performance.
The measurement of QoE metrics is done using the client and server-side Observation Points:
· The Client_Application_OP_1 Observation Point at the client side as defined in clause 11.1.2 of TS 26.119 is typically used to measure round-trip QoE metrics (e.g., pose-to-render-to-photon, roundtrip-interaction delay)as defined in clause 11.2.1 of TS 26.119.
· The Client_Application_OP_2 Observation Point at the client side as defined in clause 11.1.3 of TS 26.119 and the Server_Application_OP Observation Point at the server side are typically used to measure inter-flow time synchronization QoE metrics such as those defined in the clause 9.12.6 of TR 22.870 respectively in downlink and uplink.

[image: ]
Figure 6.1.1-1: Test setup using a standalone XR platform based on TS 26.119

* * * End of Changes * * *

image1.emf
Custom XR application on client

5G network 

emulator

Custom XR application 

on server

Presentation 

Engine

Client_Application_OP_1

Observation Point at 

client side

XR Source 

Management

XR Runtime

uplink XR 

data

renderers

Lightweight 

Scene 

Manager

Media 

Access 

Function

Main 

Scene 

Manager

downlink XR 

data

uplink XR 

data

downlink XR 

data

Media 

Access 

Function

Client_Application_OP_2

Observation Point at 

client side

Server_Application_OP

Observation Point at 

server side

Network_UE_OP

Observation Point at UE

side

Network_UPF_OP

Observation Point at UPF

side


