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[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
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For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
AI	Artificial Intelligence
AL-FEC	Application-Layer Forward Error Correction
AS	Application Server
AVC	Advanced Video Coding
CDRX	Connected mode discontinuous reception
CNN	Convolutional Neural Network
DNN	Deep Neural Network
DRM	Digital Rights Management
GCC 	Google Congestion Control
GenAI	Generative Artificial Intelligence
H.266/VVC         ITU H.266/MPEG Versatile Video Coding
HE	(RTP) Header Extension
HEVC	High Efficiency Video Coding
IMS	IP Multimedia Subsystem
IRAP	Intra Random Access Picture
LLM	Large Language Model
MLM	MultiModel Language Model
MPD	Media Presentation Description
MTSI	Multimedia Telephony Service for IMS
NADA	Network-Assisted Dynamic Adaptation
NAL	Network Abstraction Layer
NG-RAN	Next Generation Radio Access Network
NPDS	Number of PDUs in a PDU Set
NTP	Network Time Protocol
OS	Operating System
PCC	Performance-oriented Congestion Control
PSI	PDU Set Importance
PSN	PDU Sequence Number within a PDU Set (PSN)
PSSize	PDU Set Size
PSSN	PDU Set Sequence Number
PTP	Precision Time Protocol
RLC	Radio Link Control
rPSSize	remaining PDU Set Size
RTC	Real Time Communication
RTCP XR	RTCP eXtended Report
RTCP	RTP Control Protocol
SCReAM	Self-Clocked Rate Adaptation for Multimedia
SRTP	Secure RTP
UDP	User Datagram Protocol
UPF	User Plane Function
XR	eXtended Reality
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
AL-FEC	Application-Layer Forward Error Correction
AVC	Advanced Video Coding
CDRX	Connected mode discontinuous reception
GCC 	Google Congestion Control
H.266/VVC         ITU H.266/MPEG Versatile Video Coding
HE	(RTP) Header Extension
HEVC	High Efficiency Video Coding
IMS	IP Multimedia Subsystem
IRAP	Intra Random Access Picture
MTSI	Multimedia Telephony Service for IMS
NADA	Network-Assisted Dynamic Adaptation
NAL	Network Abstraction Layer
NG-RAN	Next Generation Radio Access Network
NPDS	Number of PDUs in a PDU Set
NTP	Network Time Protocol
OS	Operating System
PCC	Performance-oriented Congestion Control
PSI	PDU Set Importance
PSN	PDU Sequence Number within a PDU Set (PSN)
PSSize	PDU Set Size
PSSN	PDU Set Sequence Number
PTP	Precision Time Protocol
RLC	Radio Link Control
rPSSize	remaining PDU Set Size
RTC	Real Time Communication
RTCP XR	RTCP eXtended Report
RTCP	RTP Control Protocol
SCReAM	Self-Clocked Rate Adaptation for Multimedia
SRTP	Secure RTP
UDP	User Datagram Protocol
UPF	User Plane Function
XR	eXtended Reality
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Editors NOTE: this clause will present the use cases and scenarios considered for the evaluation with simple description example end-to-end procedures and example QoE metrics and 3GPP QoS usage.
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Real-time communication between two or more users may be augmented by an eXtended Reality (XR) scene shared by all the participants. A user may be represented by his (2D or 3D) avatar. A user may have several XR devices (e.g., XR glasses/headset, immersive audio headset, haptics devices) for a multi-modal immersive experience. 
Each participant may interact with the virtual objects composing the XR scene. The main XR Scene Manager, located in the Media Function (MF) of an Application Server (AS) is responsible to maintain the XR scene up to date for all the participants during the communication. 
The participants of a XR real-time communication may be
all remote and are represented by their avatars inside a common virtual 3D environment (i.e., full Virtual Reality – VR scenario),
all local and the common XR scene is inserted and viewed into the conference room using Augmented Reality (AR) technology,
either local or remote. In this hybrid configuration, the common XR scene is inserted into the conference room and viewed by the local participants using AR devices. The remote participants are represented by their avatars.
Several use cases are describing such kind of interactive immersive XR real-time communication, in TR 26.928 [11] or in TR 22.870 [9] 
Clause 5.3 of TR 26.928: Core use case on real-time XR sharing, where an interactive XR experience is shared by several users. A spatial computing server is used for spatial maps, spatial anchors and location & positioning services to the AR devices for AR experience. This core use case summarizes and integrates real-time 3D Communication, AR guided assistant at remote location (industrial services), real-time communication with the shop assistant, AR animated avatar calls and 5G Shared Spatial Data use cases.
Clause 9.5 of TR 22.870: Use case on seamless immersive reality in education, where the immersive classroom may be local (all students are physically co-located and learn with virtual objects), hybrid (with both physically co-located as well as remote participants), or fully immersive (where both students and instructors are virtually present).
Clause 9.7 of TR 22.870: Use case on multiple application media synchronization, where the need of tighter time synchronization between different media is required for critical immersive communications such as 3D remotely controlled repairs or surgery. In such immersive communication, the users may be equipped with multiple devices for multiple media components (e.g. haptic device for pressure, VR glasses for video, wireless headphones for audio) and each device receives traffic for the corresponding media component from the networks.
Clause 9.12 of TR 22.870: Use case on personalized interactive immersive guided tour, where each visitor of the group may have a personalized experience (e.g., different types of XR devices such as lightweight AR glasses, tablets/phones, headset or haptics devices) during the real-time communication with a remote touristic guide represented by an avatar. The insertion of virtual objects (e.g., 2D or 3D video streams, overlaid text, picture) are linked to the real surrounding objects they discover during the guided tour. These virtual objects are properly inserted by ensuring that each visitor of the group has a good point of view of the virtual content thanks to XR Spatial Computing service. The visitor group’s immersion and the related user’s QoE are ensured thanks to the spatial and time synchronizations between the rendering the different media (e.g. haptics, video, audio).
The Real-Time Communication for Conversational XR may exhibit different dynamically changing uplink and downlink traffic characteristics:
in the uplink: in addition to periodic XR traffic (e.g., pose information, gestures, eye tracking, voice input), information of the real environment (e.g., image capture, video sequence, sensor data such as depth information) may be sent either pseudo-periodically (the rate may depend on the user’s mobility), or based on event/user’s location as input to a XR Spatial Computing Service
in the downlink: in addition to periodic XR traffic (e.g., rendered frame for remote rendering or state information of the XR scene for local rendering, voice), other media flows (e.g., haptics, 2D or immersive video, audio) may be transmitted, paused or resumed based on user’s interaction or location. In that case, round trip delay and time synchronization between all the downlink media flows need to be controlled to ensure a suitable user’s QoE. 
void
[bookmark: _Toc214566830]5.2.2	Typical implementation and end-to-end procedures 
The following sample scenario and end-to-end procedure for Real-Time Communication for Conversational XR is provided, derived from the description of section 5.2.1. Both local and remote rendering cases are considered. A group of users are willing to participate to an interactive collaborative AR experience with the support of a remote expert. The session takes place in a dynamic-changing real environment area. Some of users wears lightweight AR glasses with no local rendering capability and the others wear XR headsets with local rendering capability. Some also wear haptics and immersive audio devices for a full immersive experience. 
When the AR experience starts, the interactive XR scene composed of virtual objects and media streams (e.g. video, immersive audio) and the avatar of the remote expert are seamless inserted in the real environment at low latency.


During the AR experience, information of the user’s real environment may be sent pseudo-periodically (e.g., the rate may depend on the user’s mobility) or event-based (e.g., related to the location of the group of users) to a XR Spatial Computing Service for determining the adequate low-latency insertion of virtual objects in the dynamic-changing real environment (i.e., a virtual object needs to be positioned to be seen by each user of the group without any obstacle and by ensuring user’s safety).
When a user interacts with the remote expert or with some virtual objects, he (or all the users) may receive new media stream (e.g., haptics feedback or audio stream) which needs to be timely synchronized with the other media streams to ensure a good user’s QoE An interaction of a user or the remote expert may impact a media stream (e.g., start/pause/resume/suppression of a video). For user with local rendering AR device, this interaction dynamically impacts the traffic of the related downlink flow.
A typical implementation of this end-to-end procedure is provided in Figure 5.2.2-1

[image: ]
Figure 5.2.2-1: Typical implementation of Real-Time Communication for Conversational XR
A simplified implementation (Figure 5.2.2-2) may be used for evaluation. The uplink and downlink traffic may be composed of:
a periodic XR data traffic in the uplink (e.g., pose information, gestures, eye tracking, voice input),
a pseudo-periodic or event-based data traffic in the uplink (e.g., image capture, video sequence, sensor data such as depth information) S
Several periodic or event-based media traffic in the downlink (e.g., rendered frame for remote rendering or state information of the XR scene for local rendering, voice, haptics) Round trip delay and time synchronization between all the downlink media flows need to be controlled to ensure a suitable user’s QoE in the downlink. 
[image: ]
Figure 5.2.2-2: Simplified implementation of Real-Time Communication for Conversational XR
void
[bookmark: _Toc214566831]5.2.3	Typical QoE criteria 
Real-time services require low end-to-end latency to ensure a suitable user’s QoE for interactive experiences.
A pose-to-render-to-photon delay QoE metric, derived from the motion-to-photon latency, for which the rendering is performed remotely, is defined in the TR 26.928 [11]. A threshold value of less than 20-50ms is defined for system having pose correction. 
The following thresholds values are defined in the clause 4.2.2 of TR 26.928 [11] for the round-trip interaction delay: lower than 50ms (ultra-low latency), lower than 100ms (low latency), and lower than 200ms (moderate latency). 
These latency QoE metrics and their related Observation Points (OPs) in the XR Baseline Client have been specified in clause 11 of TS 26.119 [12].
Void
[bookmark: _Toc214566832]5.2.4	Example QoS usage in the 3GPP Network 
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[bookmark: _CR5_3][bookmark: _Toc193876251][bookmark: _Toc202292392][bookmark: _Toc193877476][bookmark: _Toc214566833]5.3	Video on demand streaming 

[bookmark: _CR5_3_1][bookmark: _Toc193876252][bookmark: _Toc202292393][bookmark: _Toc193877477][bookmark: _Toc214566834]5.3.1	Description
Video-on-demand Streaming is a popular way of consuming content.
Current popular video protocols for on demand streaming include HTTP Live Streaming (HLS) [14] and Dynamic Adaptive Streaming over HTTP (DASH) [13]. Common Media Application Format (CMAF) [15] is a popular format used by these streaming protocols as it can support bit-rate switching and popular common encryption techniques supported on different device platforms.  
Streaming in the 5G System is addressed in TS 26.501 [16], with typical procedures for DASH streaming in clause 5.7.4. Another challenge addressed in [16] is Digital rights management. The support for DRM is important for both live and on demand video content.
From a mobile network perspective, on-demand video streaming can introduce data wastage in different ways. For example content is downloaded but not watched eventually. Also content may be downloaded via mobile network but later WiFi is becoming available when the video is consumed, i.e. a better condition. This is not always problematic, use cases exist where video on demand content can be downloaded for later consumption, taking advantage of favourable network conditions. Another potential challenge for video-on-demand streaming is the different dynamic patterns introduced by players for pre-fetching content which is not possible in live streaming.
Key performance indicators for video on demand streaming include video start-up time and the average stream quality achieved. Improvements to performance may include reduced re-buffering/freezing time and reduced number of stream switching events. For mobile devices, in some cases other aspects can be important such as battery power saving and avoiding mobile data wastage.
Overall, video on demand streaming is usually a bit easier to achieve compared to live streaming, as in on demand streaming profiles typically all segments are available,  Because of this, an efficient way to achieve video on demand streaming uses byte range request based on information provided in CMAF by the media segment index box (sidx box). 
However, because of this flexibility in the segment download different dynamic traffic patterns may occur. For this report the main emphasis is on typical dynamic traffic patterns introduced by on-demand video streaming and the resulting QoS requirements.
void
[bookmark: _Toc214566835]5.3.2	Typical implementation and end-to-end procedures 
The typical procedure here as example focusses on on-demand streaming using DASH.
Streaming in the 5G System is addressed in TS 26.501, with typical procedures for DASH streaming in clause 5.7.4. In this clause we provide a simplified procedure to give a global overview of how video on demand streaming can work in practice and that can help us to later analyse potential video-on-demand streaming traffic characteristics. 
The procedure is based on on-demand streaming such as using the on demand profile in DASH. 
The simplified procedure in Figure 5.3.2-1 is explained as follows. The UE connects to the 3GPP network using required procedures and established a PDU Session connecting to the data network (this usually is already existing and not specific to the streaming application/session). 
In this example, in a step to start the streaming, the default QoS flow is used to connect to application server (AS) that hosts the available streams (for the DASH case made available as MPD files). 
The user at the UE selects the stream/MPD it is interested to watch by a request to the Application Server (AS). 
Initialization segments should be downloaded for the different media types (e.g. audio, video, text), then also segment index segment can be downloaded which contains information about all the bit-rates (also for each media type).
Based on the information in the media presentation description and information at the device and possibly the initialization segments, if needed a DRM license exchange with the DRM server is performed, possibly involving several exchanges of information to enable the UE to get a license that it can use to decode and render the media content. 
Then, initial media segments are requested from the AS and playback can start at the player.
The UE keeps requesting media segments based on the information in the segment index box, and in case it detects a network degradation it may switch to lower bit-rate segments. In some case when the network is good it may also switch to a higher bit-rate, some players start playing from a lower bit-rate to enable faster start-up time. 
The new segments are also passed to the player and for playback. 
The segment download and playback continues until all segments are downloaded and the stream is ended or earlier when the user closes the stream.
[image: ]
Figure 5.3.2-1 typical procedure for video on demand streaming
void
[bookmark: _Toc214566836]5.3.3	Typical QoE criteria 
Typical QoS and QoE metrics for Live Streaming described as follows: 
Quality of Experience (QoE) Metrics documented in 3GPP in TS 26.247 [17] include: 
 - 	Representation switch events
-	Average throughput
-	Initial Playout delay
-    Media start-up delay
Void
[bookmark: _Toc214566837]5.3.4	Example QoS usage in the 3GPP network 
In the 5GS QoS model this type of traffic in TS 23.501 [3] this type of traffic is characterized by different 5QI's given as examples that could meet the QoS needs of such a service: 
-	5QI 4: with GBR QoS Flow, 300ms maximum packet delay budget and packet error rate 10-6 and averaging window is 2000 ms.
-	 	    5QI 6: with non-GBR QoS Flow, 300ms maximum packet delay budget and packet error rate 10-6.
void

[bookmark: _Toc214566838]5.4	Live streaming 5.4.1	Description
[bookmark: _Toc221034304]5.4.1	Description
Live Video Streaming is a form of streaming where content is made gradually available, resembling to some extend television broadcasts. With time more media is becoming available. The content may be created live or may pre-recorded.
Live Video Streaming is popular way of distributing content. It is often used for television services (e.g. Internet based television such as DVB-I [18] with delivery using DVB-DASH [19]) or in other streaming applications (e.g live sports streaming apps or ad supported channel apps). 
Another use case is digital live radio that can use live streaming technologies.
Current popular video protocols for live streaming are HTTP Live Streaming (HLS) [14] and Dynamic Adaptive Streaming over HTTP (DASH) [13]. Common media application format (CMAF) [15] is a popular format used in streaming protocols. CMAF can support bit-rate switching and popular encryption techniques supported on different device platforms.  In 3GPP adaptive streaming protocols were developed in [17].
DASH or HLS based Live streaming uses similar mechanisms as video-on-demand streaming for delivery (i.e. sequential segment download). However, in live streaming segments are made available over time and it may only be possible to download some few segments ahead of the playback, depending on the setup configuration. For low e2e delay services, it may make the successful and in-time downloading of segments more critical for live streaming as less media segments may be buffered compared to video-on-demand streaming. As a lower end-to-end latency is desired (i.e. from capture to playback), smaller buffering in live streaming is often used For regular Live TV services, the e2e delay is less critical and some more segments can be buffered, allowing for a faster start-up.(under good network conditions).  Typical delay between playback for live streaming between playback and live edge/capture is between 5 and 120 seconds.
Streaming in the 5G System is addressed in TS 26.501, with typical procedures for DASH streaming in clause 5.7.4 of [x1]. Another challenge addressed in is Digital rights management including the content preparation. Popular movies and other premium content need Digital Rights management. Different playback system platforms support different DRM solutions and this also applies to live streaming. 5G Media streaming also supports dynamic policy enabling 5G QoS monitoring and early congestion marking and other QoS related provisioning features for the streaming delivery. 
There are many challenges in deploying live streaming that are independent from the mobile network, such as setting up the content preparation head-end and content delivery networks and overall distributed caching strategy to meet performance requirements. However, from a mobile network perspective, for live video streaming one of the problems faced in practice is that some segments can introduce significant latency (probably caused by radio transmission error affecting the HTTP/TCP protocol stack or by CDN issues). Such latencies can disrupt live radio and/or video streaming services. It is worthy to explore what traffic characteristics and QoS mechanisms can be used to cover these cases.
Another issue for live streaming (specifically for low delay live services) is the start-up delay (i.e. service setup time), channel switching delay in addition to latency (capture to playback). Loss of some initial segment data may result in delayed start-up and increased start-up time. The start-up delay can be shorter when there is sufficient time between the live edge and playback as it will be easier to fetch all needed segments.
Live Streaming also has many challenges in the back-end e.g. redundant content generation, failover support and dynamic ad insertion. For this study these points are not taken into consideration unless they explicitly relate to the dynamic traffic characteristics in the mobile network and related 5G QoS features.  
void
[bookmark: _Toc214566839]5.4.2	Typical implementation and end-to-end procedures 
The end-to-end procedure example in the clause focuses on streaming using DASH [13].
Streaming in the 5G System is addressed in TS 26.501, with typical procedures for DASH streaming in clause 5.7.4.  
In this clause we provide a simplified procedure to give a global overview of how live streaming can operate in practice that can help us to later analyse traffic characteristics in the wild or in testbed environments.
The procedure is based on live streaming such as using the mpeg live profile in MPEG-DASH. For more detailed procedures of streaming in 5G Media streaming see [16]. In practice both 5G media streaming and conventional media streaming (without explicit 5G support) are deployed in 5G networks. 
The simplified procedure for live streaming is shown in Figure 5.4.2-1. The UE connects to the 3GPP network using required procedures and establishes a PDU Session with the data network with the default QoS flow. Improved/enhanced QoS usage is the subject of this report, and solutions may consider dynamic policy using media session handler and specific application function as supported in [x4]. The step of connecting to the data network that host the AS is not shown in the procedure in Figure 5.4.2-1. 
The first (optional) step is for the UE to retrieve a list of available video streams from the Applications server. The UE then selects an MPD/stream based on its preference, e.g. selection of an internet television channel. The live MPD/manifest is retrieved by the UE. Potentially the UE requests license in a license exchange with a DRM System in case content is encrypted. The UE then request the initialization segments.  Then, it will request the media segments (based on availability). When the UE has received enough segments it will start the live media playback at the player. Based on segment availability additional segments are requested by the UE and the playback continues. The UE requests updated MPD/manifest in time and based on this updated MPD more media segments are requested based on the segment availability. The live media playback continues. In case the user/UE does not terminate the stream the playback and periodical segment/MPD requests continue and the stream keeps playing.

[image: ]
Figure 5.4.2-1 typical procedure for live video streaming
void
[bookmark: _Toc214566840]5.4.3	Typical QoE criteria 
[bookmark: _Toc216449516]Typical QoS and QoE metrics for Live Streaming described as follows: 
[bookmark: _Toc216449517]Quality of Experience (QoE) Metrics documented in 3GPP in TS 26.247 include: 
 - 	Representation switch events
[bookmark: _Toc216449519]-	Average throughput
[bookmark: _Toc216449520]-	Initial Playout delay
[bookmark: _Toc216449521]-	Media start-up delay
Void
[bookmark: _Toc214566841]5.4.4	Example QoS usage in the 3GPP network 
In 5GS QoS model this type of traffic is as example in TS 23.501 associated to 2 different 5QI: 
-	5QI 6, non-GBR QoS Flow, 300ms maximum packet delay and packet error rate 10-6, see clause 5.7.4 of TS 23.501. 
- 	5QI 4, GBR QoS Flow, 300ms maximum packet delay and packet error rate 10-6, see clause 5.7.4 of TS 23.501.
void

[bookmark: _Toc214566842]5.5	Short Form Video Download 
[bookmark: _Toc214566843]5.5.1	Description
Short form video download is a popular form of media consumption used in popular social media platforms. 
A key difference of this form of media consumption compared to live or on demand video streaming is that videos are shorter (typically up to 120 seconds) and that users interact by “swipes” resulting in a quick switch to a different video. 
Consumption of short form video content on mobile devices using 3GPP network accounts for a significant share of the video traffic in 3GPP networks.
Short form video content typically uses progressive download such as supported by the 3GPP file format TS 26.244, downloading first the movie atom that provides information about the media and then later the media samples (enclosed in an ‘mdat’ atom). The advantage of progressive download is that only a single request needs to be performed and the audio and video can be fetched simultaneously. In addition, a low start up delay can be achieved as video can start playing after the bytes representing the movie atom and initial media samples in ‘mdat’ are received.
Social media apps typically need to develop algorithms to manage the trade-off of enable good QoE (good bit-rate low start-up delay and low re-buffering) and limiting bandwidth wastage and unnecessary data usage for the consumer (video bytes downloaded that are not actively viewed by the end user). This is also an active research topic [20-23]. 
void
[bookmark: _Toc214566844]5.5.2	Typical implementation and end-to-end procedures 
The example and generalized procedure for short form video download/streaming is shown in Figure 5.4.2-1. In this example a PDU Session with the default QoS is used to connect to the data network, and this PDU session is used to establish a connection to the Application Server (AS) (in this baseline it assumed the default QoS profile established for the PDU Session is used). 
The UE will request an update to the page with short form videos that provides the features related to short form video playback: playing back the video with a player (shown on the right side) and the ability to “swipe” between video displayed in tiles or other interactive forms. The user clicks on a video and a requests the video. The AS is triggered and the UE downloads the related progressive 3gp/mp4 file that is stored on the AS. More advanced implementations such as discussed in the scientific literature may have a smart approach to select the target bit-rate of the file, i.e. the AS may offer the progressive download files with different encodings and with different bit-rates. 
The selection mechanism is typically proprietary and part of the application. The short form video (3gp file) starts downloading and the UE can already identify the initial bytes of the stream. Specifically when the UE has identified the movie atom and several bytes of the ‘mdat’ atom it can trigger a start of playback at the player.  The UE will continue to receive the bytes from the AS in the requests and the playback will continue. 
Upon a swipe event (no pre-fetch) the UE makes the request for a new short form video (3gp file) and the same procedure is followed. It is assumed that the earlier request(s) already terminated, otherwise the UE may also need to terminate the earlier requests or make the new request in parallel. When sufficient bytes are received the new video can start playing. The UE may be triggered by the fact that the user behaviour seems to favour switching and/or the current video is nearing the end, it pre-fetches a new short form video. This video is downloaded and the previous short form video continues playback. Once the earlier video is completed the player immediately starts the next video that was pre-fetched. [
[image: ]
Figure 5.5.2-1 example procedure for short form video download]
void
[bookmark: _Toc214566845]5.5.3	Typical QoE criteria 
Typical QoE metrics for Short form video download can be described as follows (according to 3GP DASH in TS 26.247 [17] clause 10): 
· Quality of Experience (QoE):
· (Average) Start-up delay (i.e. the time a video start playing after a swipe)
· Average throughput / achieved bit-rate
· Initial playout delay 
· Switch time (i.e. time between two sequential videos)
· Buffer Level 
· Consumer bandwidth wasted/ not consumed video 
-	  Increased battery consumption 
Void
[bookmark: _Toc221034312]5.5.4	Example 3GPP QoS usage
Quality of Service (QoS) related characteristics for this service are given as examples in TS 23.501 as follows: 
-  	5QI 4 GBR 300 ms packet delay budget, 10-6 packet error rate	
-  	5QI 6 non-GBR 300 ms packet delay budget, 10-6 packet error rate	

[bookmark: _Toc214566846]5.5.4	5.6	Media upstream transmission for AI inferencing
[bookmark: _Toc214566847]5.6.1	Description
[bookmark: _Toc221034314]5.6.1.0	Description
AI inferencing can target various AI tasks such as discriminative and generative tasks.
5.6.1.1 	Discriminative AI
Examples of discriminative AI tasks includes object or facial recognition, detection, or image classification. These AI tasks typically rely on a Convolutional Neural Network (CNN) model.
Scene understanding for eXtended Reality (XR) application is a typical computing service taking benefit of such discriminative AI task. An example is the segmentation, labelling and the semantic perception of user’s real environment of the XR Spatial Computing functions defined in clause 4.1 of TR 26.819 [8].
Several use cases and service requirements based on discriminative AI tasks have been defined in the TR 22.870 [9]:
In section 6.28: Use case on network-assisted video-based AI inference task offloading for mobile embodied AI, where the upstream video data may exhibit different resolutions and error tolerance based on the application (e.g., object detection for danger detection or for number recognition).
In section 9.12: Use case on personalized interactive immersive guided tour, where AI techniques are used for the proper placement of virtual content in the user’s fast-evolving real environment by ensuring that each group member has a good point of view of the virtual content during the guided tour.
5.6.1.2 	Generative AI
Applications based on generative AI (GenAI) are becoming popular with the increasing use of applications like those in [27], [128], [29], and other applications of Large Language Models (LLM) or Multimodal Language Model (MLM), with the latter allowing users to provide a variety of data types as input e.g., text, images, audio, voice, and video, as part of AI prompts or interactive queries. 
Several use cases and service requirements based on generative AI have been defined in the TR 22.870 [9], for example
In section 6.3: Use case on end-to-end AI for connected car, where an Edge-based AI system responds to a user’s question (e.g., "What is this mountain peak in front of me?") with minimal latency.
In section 6.26: Use case on optimizing user experience for GenAI applications, where the need of understanding the traffic characteristics of GenAI applications such as visual assistant, text-to-image generation, and chatbot is pointed out for QoS/QoE management.
The media upstream transmission (e.g. image, audio, text, video or AI inference intermediate data as defined in TR 26.927 [25]) used as input for AI inferencing consists of data bursts (as described for example in section 6.26 of TR 22.870 [9]) which may exhibit different dynamically changing traffic characteristics:
pseudo-periodic uplink data bursts corresponding, for example, to the transmission of images for continuous object recognition from user’s real environment (discriminative AI task). The image transmission rate may be modulated depending on the mobility of the user.
aperiodic, event-based (e.g., triggered by user’s question or interaction) as for example a GenAI task.
void
[bookmark: _Toc214566848]5.6.2	Typical implementation and end-to-end procedures 
The following sample scenario and end-to-end procedure for AI inferencing is provided derived from the description of section 5.6.1, addressing periodic and aperiodic upstream traffic.
-	A user launches an AI enabled XR application recognizing, labelling and counting particular objects continuously in his environment when moving. He wears a lightweight AR device and requires the assistance of a remote AI Enabled application.
-	The AR device transmits images or videos from user’s environment to the remote AI enabled XR Application. The media transmission rate may be modulated depending on the pose modification of the AR device.
-	The remote AI enabled AR application processes the image/video and transmits the up-to-date labels and counts of these objects to the user (e.g., voice/text/graphic overlay around the object) at interactive time.
-	During this process, the user requests additional information about a specific object in his field of view.
-	The user request triggers uplink data traffic which includes different media prompt (text or and audio) associated to the picture/screenshot or video of the unknown object sent to the remote AI enabled application. Note: the AI enabled application may delegate the inference task to a specialised AI function.
-	The AI enabled application processes the inputs, generates and transmits the answer to the user (e.g., voice/text/graphic overlay around the object) at interactive time. 
A typical implementation of this end-to-end procedure is provided in Figure 5.6.2-1.

[image: ]
Figure 5.6.2-1: Typical implementation for AI inferencing
In a variant, the upstream AI inference traffic of this end-to-end procedure may be added to the periodic upstream XR traffic from the XR Source Management (function defined in TS 26.119 [12]) of the AR device. This XR data (e.g., pose information) may be used for remote XR processing (e.g. remote rendering).
A typical data exchange between UE and Server in this scenario is provided in Figure 5.6.2-2 
[image: ]
Figure 5.6.2-2: Typical scenario for AI inferencing with XR traffic
void
[bookmark: _Toc214566849]5.6.3	Typical  QoE criteria 
[bookmark: _Toc216449532]Several QoE metrics have been defined in the section 4.4 of TR 26.847 [26]. 
Some of these QoE metrics, mostly related to AI inference quality, depend on the type of task performed by the AI model, e.g., mean Average Precision (mAP) for object tracking, or Word Error Rate (WER) for language translation. Other metrics are related to latency such as the start-up latency, inference latency (either local or remote), delivery latency (downlink) and end-to-end latency.
Void
[bookmark: _Toc214566850]5.6.4	Example QoS in 3GPP Network 
TR 26.847 [26] does not define QoS criteria and metrics for uplink data traffic.
Uplink latency: it can be expected that the input data need to be transmitted within a delay-bound (on the uplink) to enable AI inference and related output(s) to meet the expected round-trip end-to-end latency metric (corresponding to the complete response). To enable the delay-bound transmission of input data over uplink, the input data may need different QoS characteristics. These QoS characteristics are FFS.
The end-to-end latency requirement for a real-time AI inference may be similar to the requirements defined in the clause 4.2.2 of TR 26.928 [12] for the round-trip interaction delay: lower than 50ms (ultra-low latency), lower than 100ms (low latency), and lower than 200ms (moderate latency).
void
[bookmark: _Toc221034318][bookmark: _Toc210224489]5.7	High Quality Real-Time Conversational communication
[bookmark: _Toc221034319]5.7.1	Description
Immersive communication was extensively studied in 5G resulting in reports such as TR 38.838 [36] and TR 26.928 [11]. Normative work was also completed resulting in updated 5G Core and NG-RAN support for high quality real-time immersive and conversational services. Some of these technologies have been adopted for conversational services such as those provided in TS 26.506 [31], TS 26.114 [32]. 
With improved rendering and camera quality available on devices, increasingly immersive conversational services at higher qualities are offered. For enhanced QoS support and usage of dynamically changing traffic characteristics in such cases it makes sense to further study the use plane traffic introduced considering video capabilities beyond what is supported in [32]
For example, in [32] 1080x720 video resolution is supported (HEVC Main Profile, Main Tier, Level 4.0), but it is reasonable to assume that for OTT services coding configuration can go beyond that. For example, in WebRTC supported in the architecture [31] there is no limit on the resolution or codec configuration and advances on the device can be exploited. Looking at the developments in the broadcast industry and extrapolating this full HD + HDR formats using HEVC may become popular in the coming years for conversational immersive services. In addition, the increased screen sizes and brightness level support is making such services possible on devices. 
For example HD + optional HDR 1280x720 or 1920x1080 such as supported in 5G Media Streaming TS 26.511 [35] could become used for conversational immersive services. In this case, it is interesting to explore traffic characteristics of such sources. 
[bookmark: _Toc221034320]5.7.2	Assumed implementation and end-to-end procedures 
This end-end example procedure is based on TS 26.506 and webRTC which is can be used for RTC communication similar to what is supported for example in modern web browsers today.



Figure 5.7.2-1 possible procedures for Network operator supported RTC Session based on [31]
The diagram showing typical procedures for the call setup of real time conversation session in a WebRTC MNO supported session is shown in Figure 5.7.3-1 as presented in clause 5.5 of TS 26.506 [31]. 
For the user plane traffic characteristics the main interest in the media relay traffic in step 17 when the RTC session is established. The codec and session configuration in the SDP exchange (steps 6-10). 
For studying the user plane traffic characteristics it will be interesting to consider coding configurations beyond what is currently supported in TS 26.114 [32] covering future advanced realistic conferencing cases including HD, full HD plus HDR.
[bookmark: _Toc210224491][bookmark: _Toc221034321]5.7.3	Typical QoE criteria 
Typical QoE metrics for Real time conversational include based on TR 26.944 [34]:
· Session setup delay (service setup time)
· Average Video Bitrate, 
· Bitrate Stability/Switches 
· Frame freezes 
· re-buffering frequency 
· Intra frame and inter frame video quality 
-	 Playback freezes 
[bookmark: _Toc221034322]5.7.4	Example QoS usage in 3GPP 
Typical QoS support examples in TS 23.501 [3] clause 5.7.4 for 5QI include:
	-  5QI 7, non-GBR, 100 ms, packet delay budget, 10-3 error loss rate 


[bookmark: _CR6][bookmark: _CR5_4][bookmark: _Toc26431228][bookmark: _Toc30694626][bookmark: _Toc43906648][bookmark: _Toc43906764][bookmark: _Toc44311890][bookmark: _Toc50536532][bookmark: _Toc54930304][bookmark: _Toc54968109][bookmark: _Toc57236431][bookmark: _Toc57236594][bookmark: _Toc57530235][bookmark: _Toc57532436][bookmark: _Toc193876277][bookmark: _Toc193877502][bookmark: _Toc202292418][bookmark: _Toc214566851]6	Experimental Evaluation
Editors Note: the clause will describe the related tests the tests setup, and the evaluation of the results
[bookmark: _CR6_0][bookmark: _Toc22192650][bookmark: _Toc23402388][bookmark: _Toc23402418][bookmark: _Toc26386423][bookmark: _Toc26431229][bookmark: _Toc30694627][bookmark: _Toc43906649][bookmark: _Toc43906765][bookmark: _Toc44311891][bookmark: _Toc50536533][bookmark: _Toc54930305][bookmark: _Toc54968110][bookmark: _Toc57236432][bookmark: _Toc57236595][bookmark: _Toc57530236][bookmark: _Toc57532437][bookmark: _Toc193876278][bookmark: _Toc193877503][bookmark: _Toc202292419][bookmark: _Toc214566852][bookmark: _Toc16839382]6.0	General Experimental Approach and Test Setup
Void
[bookmark: startOfAnnexes][bookmark: _CR6_1][bookmark: _Toc193876279][bookmark: _Toc193877504][bookmark: _Toc202292420][bookmark: _Toc214566853][bookmark: _Toc92875660][bookmark: _Toc93070684][bookmark: _Toc500949097]6.1	Evaluation #1: Real-Time Communication for Conversational XR
[bookmark: _Toc214566854]6.1.1  Description 
Void
[bookmark: _Toc214566855]6.1.2  Evaluation
Void

[bookmark: _Toc214566856]6.2	Experimental Evaluation #2: Video on demand streaming
[bookmark: _Toc214566857]6.2.1  Description
Void
[bookmark: _Toc214566858]6.2.2  Evaluation
Void
[bookmark: _Toc214566859]6.3	Experimental Evaluation #3: Live streaming
[bookmark: _Toc214566860]6.3.1  Description 
void
[bookmark: _Toc214566861]6.3.2  Evaluation
void
[bookmark: _Toc214566862]6.4	Experimental Evaluation #4: Short Form video download
[bookmark: _Toc214566863]6.4.1  Description 
Void
[bookmark: _Toc214566864]6.4.2  Evaluation
Void
[bookmark: _Toc214566865]6.5	Experimental Evaluation #5: Media upstream transmission for AI inferencing
[bookmark: _Toc214566866]6.5.1  Description 
void
[bookmark: _Toc214566867]6.5.2  Evaluation
void



[bookmark: _Toc214566868]7	Dynamic Traffic Characteristics and Enhanced QoS Support for media applications and services
Editors NOTE: this clause will document proposed solutions for characterizing dynamic traffic characteristics and enhanced QoS support and potentially new identified QoE metrics

[bookmark: _Toc214566869]7.1	Dynamic Traffic Characteristics
Editors NOTE: present for each case corresponding traffic characteristics
[bookmark: _Toc214566870]7.2	Enhanced QoS Usage
Editors NOTE: present for each case corresponding case suggested and solutions for enhanced QoS usage
[bookmark: _Toc214566871]7.3	Enhanced QoE Metrics
Editors NOTE: present enhanced QoE metrics if any




[bookmark: _Toc214566872]8	Analysis and recommendations
Editors NOTE: this clause will analysis and suggested recommendations for normative work

[bookmark: _Toc214566873]9	Conclusion
Editors NOTE: this clause will provide the conclusion
[bookmark: _Toc191995949][bookmark: _Toc202112738][bookmark: historyclause]Annex A:
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