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[bookmark: _Hlk213791008]=====  CHANGE =====
[bookmark: _Toc194067371]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[X1]	IETF draft-ietf-scone-protocol-04, "Standard Communication with Network Elements (SCONE) Protocol," https://datatracker.ietf.org/doc/draft-ietf-scone-protocol/
[X2]	IETF draft-eddy-tcpm-scone-01, "SCONE TCP Option," https://www.ietf.org/archive/id/draft-eddy-tcpm-scone-01.html
[X3]	SVTA1108: "CMSD to Enhance Media Streaming: A White Paper", https://www.svta.org/product/svta1108/
=====  CHANGE =====
3.1	Terms
…
QER	Qos Enforcement Rule
[bookmark: _Toc194067957][bookmark: _Hlk220677227]=====  CHANGE =====
5.25	In-band Ssignalling of QoSrate limits for 5G Media Streaming
[bookmark: _Toc194067958]5.25.1	Description
[bookmark: _Toc194067959]5.25.1.1	General
Video traffic is 70% of the overall traffic volume on the Internet and is expected to grow to 80% by 2028. Across developed and emerging markets video traffic forms 50-80% of traffic volume on mobile networks. New formats like short form videos have seen tremendous growth in recent years. These growth trends are likely to increase with new populations coming online on mobile-first markets.
Local access network conditions may constrain the maximum throughput for a given client, or be so volatile as to rapidly change the maximum throughput throughout the course of a session. In addition, despite capacity augmentation work such as deployment of new generations or new bands of spectrum, capacity augmentation efforts are not keeping pace with growth in demand. Hence, network operators have found it faster and less expensive to invest in shaping (also called throttling) of video traffic on a per-flow basis, which may negatively affects video streaming quality. However, network operators cannot explicitly measure the degradation to end user quality of experience (QoE) caused by traffic shaping, making this approach open loop.
Video traffic usuallyMedia streaming employs Adaptive Bit Rate (ABR) schemes to dynamically adjust the video quality (and thus the data rate) in response to changing network conditions. Ideally, when a network operator performs traffic shaping, the ABR scheme should adapt the video quality in use to reflect the data rate allowed by shaping, and converge on a bitrate allowed by the shaper. In practice this convergence is extremely difficult to achieve while maintaining a good user experience. Application providers are even designing algorithms to detect the presence of such traffic shapers and estimate the targeted shaping rate, however, these algorithms are likely to be both inaccurate and complex.
Instead, it would be beneficial, for both the application provider and network operator, to signal network attributes to the application/media player to self-adapt its video traffic to conform to the specified characteristics. The application provider has the ability to measure end user QoE and therefore can self-adapt with QoE feedback.
Existing technologies and standardization efforts in the context of support in-band signalling are provided below and discussed in more details.
=====  CHANGE =====
[bookmark: _Toc194067960]5.25.1.2	void Secure Communication of Network Properties (SCONE-PRO)
At recent IETF meetings, the issue of Secure Communication of Network Properties (SCONE-PRO) [181] had been discussed. It was highlighted in several inputs that bandwidth is and remains a scarce resource, and that video is and will stay the dominant from of media on the Internet. Despite continuous capacity investments, it is hard to keep up with demand needed for video delivery. In the following, a few key issues are highlighted that motivate the work with references to the material:
-	ABR Video Shaping [183]: This presentation introduces ABR video shaping, for which nowadays deep packet inspection and heuristics methods are used to throttle the video flow with a shaper or policer. It also addresses the downsides of policing and shaping and points to the lack of interoperability.
-	How YouTube™ coordinates with some MNOs [184]: This presentation provides insights how YouTube coordinates with some MNOs. An API exists documenting the maximum media rate, provided out-of-band from operator to service provider, and updates to this value be provided. The max bitrate is not exceeded by the format, but at the same time no policing/shaping is applied. The resulting reduced rates reduce costs and improve user experience.
-	SCONE-PRO Problem Statement [185]: The presentation also again highlights traffic shaping issues, including
-	ABR schemes are not perfect and don’t converge quickly, causing poor user experience and stalling as it “ping pong” between qualities.
-	Congestion Controllers are better suited to simple queueing and often make the “ping ponging” worse.
-	The bandwidth estimation of Congestion Controllers (and ABR algorithms) often overshoot significantly due to the burst allowance of the Token Bucket Filter (TBF).
-	The limit imposed by the TBF is artificial – it can support instantaneously more bandwidth, leading to periods of underutilization and difficulty for radio equipment to optimize spectrum usage.
The document further indicates that there are benefits that the video content provider receives maximum instantaneous throughput property from the network, while the shaper is removed or “dialed back”. This would result to move from a congestion-limited approach to an application-limited approach. 
-	An initial draft charter was provided in [186]:
-	Video traffic is 70% of the overall traffic volume on the Internet and is expected to grow to 80% by 2028. Across developed and emerging markets video traffic forms 50-80% of traffic volume on mobile networks. New formats like short form videos have seen tremendous growth in recent years. These growth trends are likely to increase with new populations coming online on mobile-first markets.
[bookmark: _Hlk175171060]-	Local access network conditions may constrain the maximum throughput for a given client, or be so volatile as to rapidly change the maximum throughput throughout the course of a session. In addition, despite capacity augmentation work such as deployment of new generations or new bands of spectrum, capacity augmentation efforts are not keeping pace with growth in demand. These network operators have found it faster and less expensive to invest in shaping (also called throttling) of video traffic on a per-flow basis, which negatively affects video stream quality. This is done for both network management and business motivations. Network operators cannot explicitly measure the degradation to end user quality of experience (QoE) caused by traffic shaping, making this approach open loop.
-	Video traffic usually employs adaptive bit rate (ABR) schemes to dynamically adjust the video quality (and thus the data rate) in response to changing network conditions. Ideally, when a network operator performs traffic shaping, the ABR scheme should adapt the video quality in use to reflect the data rate allowed by shaping, and converge on a bitrate allowed by the shaper. In practice this convergence is extremely difficult to achieve while maintaining a good user experience. Application providers are even designing algorithms to detect the presence of such traffic shapers and estimate the targeted shaping rate, however, these algorithms are likely to be both inaccurate and complex. Instead, it would be beneficial, for both the application provider and network operator, to signal network attributes to the application to self-adapt its video traffic to conform to the specified characteristics. The application provider has the ability to measure end user QoE and therefore can self-adapt with QoE feedback.
-	The Secure Communication of Network Properties (SCONEPRO) Working Group's primary objective is to specify a 'maximum achievable throughput' property for QUIC-based streaming video and an on-path protocol for securely communicating this property from a network device to a client endpoint.
-	Core solution characteristics are documented including:
- 	Flow associativity. The network communicates applicable properties as they relate to specific QUIC connections. This ensures that applications can authorize and apply actions on a per-QUIC connection basis.
-	Single communication channel for both client initiation and network properties. The communication channel is initiated by a client device, just as the end-to-end application flows are also typically initiated by a client. The same communication channel is used to provide network properties to the client.
-	Network properties sent from the network. The network provides the properties to the client. The client might communicate with the network but won't be providing network properties.
-	On-path establishment. That is, no off-path element is needed to establish the communication channel between the entity communicating the properties and the client.
-	Optionality. The communication channel is strictly optional for the functioning of application flows. A client's application flow must function even if the client does not establish the channel.
-	Properties are not directives. A client is not mandated to act on properties received from the network, and the network is not mandated to act in conformance with the properties.
As 5G Media Streaming provides functionalities that are similar and aligned to the objectives of the IETF work, this key issue will address aspects that investigate how the requirements from SCONE-PRO are met by 5G Media streaming, to what extent SCONE-PRO can be combined with 5G Media Streaming and extensions to 5G Media Streaming would be suitable to address combination with SCONE-PRO.
[bookmark: _Toc194067961]=====  CHANGE =====
5.25.1.3	Standard Communication with Network Elements (SCONE)
The IETF SCONE WG is developing the SCONE protocol [X1] to enable a network to tell an endpoint what the maximum allowed bit rate is for a user ("throughput advice"). The purpose is to avoid traffic shaping and to improve user experience. The principles of protocol are finalized. In summary:
-	Throughput advice is encoded in the 6 least significant bits of the first octet of a SCONE packet, as a range with a logarithmic distribution.
-	The sender can occasionally insert a SCONE packet at the beginning of a UDP datagram containing one or more ordinary QUIC packets.
-	The receiver does not need to acknowledge the throughput advice.
-	There is no "enforcement" of the throughput advice (it is an "advisory" signal only).
SCONE is not necessarily restricted to QUIC: A draft was provided to extend SCONE beyond QUIC by defining a new TCP option that allows on‑path network elements (NEs) to provide endpoints with throughput advice, in the same way SCONE packets do for QUIC flows [X2].
A detailed overview of the SCONE protocol is provided in clause C.3.
In particular, as per [182], the following objectives are in scope:
1.	Establish a mechanism for network elements capable of rate-limiting a UDP 4-tuple to communicate an upper bound on achievable bitrate, termed "throughput advice", to the sender of packets matching the UDP 4-tuple.
2.	Allow an application through the mechanism to receive notifications containing throughput advice for both upstream and downstream traffic from any network elements capable of dropping or delaying packets on the path of a UDP 4-tuple.
3.	Enable the throughput advice as a guideline to enhance user experience given maximum bit rate manageable by a single network element for that user's current connection. The throughput advice is not a strict indicator of network congestion as is intended for adaptive bitrate applications and is not a replacement for congestion control algorithms.
4.	Enable potential dynamic updates to the throughput advice by the network elements.
5.	Determine whether it is necessary for an endpoint to explicitly signal its capability of receiving throughput advice, and whether it is necessary for an endpoint to confirm its receipt of throughput advice.
The SCONE Working Group will focus initially on a solution for QUIC transport with a milestone to submit a standards track protocol communicating "throughput advice" from network elements to the endpoint to the IESG for publication by November 2025.
[bookmark: _Toc194067962]=====  CHANGE =====
5.25.1.4	Common Media Server Data (CMSD)
Common Media Server Data (CMSD) [180] provides parameters to enhance media streaming performance. CMSD uses key–value pairs to allow the flow of information about the state of the origin and the intermediary clients. A client may be an intermediary server or a player. More details on CMSD are provided in clause C.2. In particular, a CMSD parameter mb is defined as indicating the maximum suggested bit rate. The mb parameter is sent by the server as part of CMSD response headers and provides a server-recommended upper bound for the player’s video bit rate selection.
as introduced in Annex X.2 may be a candidate technology to signal in-band QoS on application layer. Certain parameters may beneficially apply to support in-band QoS, for example the header CMSD-Dynamic with keys currentBitrate, bufferLevel, playbackPosition, or throughputEstimate.
However, CMSD is defined at the HTTP layer, and it is not clear if it can be used by elements traversed in the network that operate on a lower level in the protocol stack and do not understand HTTP. This may make CMSD more suitable, for example, for usage on application servers, but not for elements in the network such as routers with rate limiting functionality. Another disadvantage of in-band signalling of QoS using CMSD is that it can only be applied to streaming traffic and cannot be used generically for all types of traffic that have different semantics.
Also, CMSD data is tightly linked to the media content and server-client connection. The keys throughputEstimate and bufferLevel are linked to a single client and media presentation and do not apply generically to a network link. It is the intention that this Key Issue will study whether more generic information about the network connection is needed for in-band QoS signalling.
[bookmark: _Toc194067963]=====  CHANGE =====
5.25.2	Collaboration scenarios
This aspect is for further study.Based on the 5G Media Streaming architecture as defined in TS 26.501 [15] and depicted in figure 4.1.1-1 of TS 26.501 and replicated in figure 5.25.2-1 below.


NOTE:	The functions indicated by the yellow filled boxes are in scope of stage 3 specifications for 5GMS. The functions indicated by the grey boxes are defined in 5G System specifications. The functions indicated by the blue boxes are neither in scope of 5G Media Streaming nor 5G System specifications.

[bookmark: _CRFigure4_1_11]Figure 5.25.2-1: 5G Media Streaming within the 5G System (copy of figure 4.1.1-1 in TS 26.501 [15])
In 3GPP networks, the entities that know (and can enforce) rate limitations for users are the network elements that perform User Plane policy enforcement – specifically the PGW-U (in the LTE System) and the UPF (in the 5G System). These functions have direct access to subscription policies, QoS rules, and rate enforcement parameters via the relevant Control Plane functions (PCRF/PCF/SMF).
Additionally, UPF rate decisions come from the SMF, which provides subscriber‑specific rules and policies via reference point N4.
Rate throttling in the 5G System is performed inside the UPF using QoS Enforcement Rules (QERs) that specify maximum allowed uplink and downlink bit rates (MBR_UL/MBR_DL). These rules come from SMF/PCF policy, and the UPF enforces them by shaping or policing traffic in the downlink. The UPF is the entity that knows the true subscriber rate limits. In the 5G System (UPF), rate throttling is implemented entirely in the User Plane through QoS Enforcement Rules (QERs). These rules are applied by the UPF to limit the maximum data rate a subscriber or flow may use in either uplink or downlink directions.
The UPF enforces rate throttling. The UPF applies rate throttling as follows:
- 	The SMF, using subscriber policy from the PCF, pushes rate constraints to the UPF via PFCP (Packet Forwarding Control Protocol).
-	QERs are installed in the UPF. The UPF for example knows the maximum allowed bit rate per flow.
-	Based on the SMF-based policy, the UPF implementation enforces throttling, typically by token-bucket shaping.
It would be beneficial if this rate throttling information were to be provided to the 5GMS Client, typically the Media Player. The Media Player can then use this information to adjust its own ABR logic locally and/or convey this information to the content server via application signalling.
Based on the discussions and the available solutions, three different options are considered in this Key Topic:
1)	UPF/SCONE: The UPF recommends rate limits to the 5GMS Client using SCONE packets.
2)	AS/SCONE: The 5GMSd Application Server recommends rate limits to the 5GMS Client using SCONE packets.
3)	AS/CMSD: The 5GMSd Application Server recommends rate limits to the 5GMS Client using CMSD headers
The three options are discussed in more details in the following. They are not necessarily mutually exclusive and may be combined. Note that options 1 and 2 are restricted to QUIC at this stage, whereas option 2 applies to any HTTP-based transport protocol.
=====  CHANGE =====
[bookmark: _Toc194067964]5.25.3	Collaboration scenarios and Aarchitecture mappings	Comment by Richard Bradbury (2026-02-05): What about uplink media streaming?	Comment by Thomas Stockhammer (26-C): At this stage not my business	Comment by Richard Bradbury (2026-02-05): These are more collaboration scenarios than architecture mappings.	Comment by Thomas Stockhammer (26-C): I made it both
This aspect is for further study.
5.25.3.1	UPF/SCONE for downlink media streaming
In this case, the downlink rate limit MBR_DL is set by the UPF QER, and the UPF adds this information to SCONE packets if SCONE is provisioned by the Application Server by sending a 'no-limit' packet. The 5GMS Client extracts the information and provides it to the Media Player. The Media Player uses the information and may additionally report the information to the 5GMSd AS and/or 5GMSd AF.	Comment by Richard Bradbury (2026-02-05): Or did you mean this?	Comment by Thomas Stockhammer (26-C): No, because it is all inserted,	Comment by Richard Bradbury (2026-02-05): Is this in or out of scope of this Key Topic?	Comment by Thomas Stockhammer (26-C): Within
No additional functional components or reference points/APIs are identified.
5.25.3.2	AS/SCONE for downlink media streaming
In this case, the downlink rate limit MBR_DL is provided to the 5GMSd AS using SMF interaction (trusted domain) or NEF interaction (external AS), and the 5GMSd AS adds this information to SCONE packets. The 5GMSd Client extracts the information and provides it to the Media Player. The Media Player uses the information and may additionally report the information to the 5GMSd AS and or 5GMSd AF.
No additional functional components or reference points/APIs are identified.
5.25.3.3	AS/CMSD for downlink media streaming
In this case, the downlink rate limit MBR_DL is provided to the 5GMSd AS using SMF interaction (trusted domain) or NEF interaction (external AS), and the 5GMSd AS adds this information to SCONE packets. The 5GMS Client extracts the information and provides it to the Media Player. The Media Player uses the information and may additionally report the information to the 5GMSd AS and or 5GMSd AF.
No additional functional components or reference points/APIs are identified.
[bookmark: _Toc194067965]=====  CHANGE =====
5.25.4	High-level call flows
5.25.4.1	General
In this clause, the extensions to the call flow are provided to support signalling rate limits to Media Players, the media player processing and applying this, and the reporting this information back to the 5GMS AS.
NOTE:	While this is shown for DASH, this is also applicable to any other ABR formats such as HLS or CMMF based streaming.
5.25.4.2	UPF/SCONE for downlink media streaming
Figure 5.25.4.2-1 provides an extension to add rate limits based on SCONE in the UPF and addresses the remaining signalling flow. The call flow is based on the procedures defined in clause 5.2.3 of TS 26.501 [15].
Editor’s Note: Provisioning for SCONE is FFS.
NOTE 1: 	The call flow is specific to SCONE to make it more explicit. However, in a generalized approach, any Layer 3 or Layer 4 mechanism may be used.
NOTE 2: 	The call flow adds a SCONE throughput estimate to media segment packets, but this may already be established with early SCONE notification on the presentation manifest request and response or the initialization information.
[image: Msc-generator~|version=8.6.3~|lang=signalling~|size=1154x1430~|text=numbering=yes;~nhscale=auto;~n~nApp[label=~q5GMSd-Aware \nApplication~q];~nplayer[label=~qMedia\nPlayer~q];~nupf[label=~qUPF~q];~npcf[label=~qPCF/SMF~q];~nsessionHnd[label=~qMedia\nSession\nHandler~q];~naf[label=~q5GMSd\nAF~q];~nserver[label=~q5GMSd\nAS~q];~next[label=~q5GMSd \nApplication \nProvider~q];~n~n/* 1: Service Announcement and Content Discovery (spanning box) */~nApp..ext: Service Announcement and Content Discovery {~n~2App-~gext: Get Media Content Info[number=no];~n~2ext-~gApp: List of Media Content Descriptions\n\-(List of Entry URLs with additional metadata)[number=no];~n};~n~nvspace 5;~n~n/* 2 */~nApp--App: Select\nMedia Content;~n~n/* 3 */~nApp-~gsessionHnd: Initiate media playback\n\-(Media Player Entry);~n~n/* 4 (opt) */~nsessionHnd..af: [tag=~qopt~q]{~n~2sessionHnd~gaf: Service Access Information\nacquisition;~n};~n~n/* 5 */~nApp-~gplayer: Start\nmedia playback\n\-(Media Player Entry);~n~n/* 6-8 */~nplayer~g~gserver: Establish transport session for the manifest;~nplayer-~gserver: Request MPD (Entry Point);~nserver-~gplayer: OK\n\-(MPD);~n~n/* 9-10 */~nplayer--player: Process\nMPD;~nplayer-~gsessionHnd: MPD Rx Notification;~n~n/* 11 (opt) */~nplayer..ext: [tag=~qopt~q]{~n~2player~gext: DRM License acquisition;~n};~n~nvspace 5;~n~n/* 12 */~nplayer--player: Configure playback\npipeline;~n~n/* 13 */~nplayer~g~gupf~g~gserver: Establish transport session for content\n\-(optional Transport Session Parameters);~n~n/* 13a */~npcf~g~gupf: 13a: provide MBR_DL [number=~qno~q];~n~n~n/* 14 */~nplayer-~gsessionHnd: Notification\n\-(Transport Session Parameters);~n~n/* 15-16 (loop) */~nplayer..server: [tag=~qloop~q]{~n~2player-~gserver: Request Initialization Information(s);~n~2server-~gplayer: OK\n\-(Initialization Information(s));~n};~n~n/* 17-18 */~nplayer-~gserver: Request Media Segment(s)\n(\bincluding early SCONE identification\b);~nserver -- server: \b17a: Process notification\nand add SCONE packet\b[number=~qno~q];~nserver-~gupf: Media Content(\bincluding early SCONE packet\b);~nupf -- upf: \b18a: identifies that Media Player\nis able to handle SCONE\b[number=~qno~q];~nupf -- upf: \b18b: Apply rate\nthrottling\b[number=~qno~q];~nupf -- upf: \b18c: Add SCONE packet \nwith rate advice\b[number=~qno~q];~nupf -~g player: \b18d: Media Content \n+ SCONE with rate advice\b[number=~qno~q];~nplayer -- player: \b18e: Process SCONE packet\nwith rate advice\b[number=~qno~q];~nplayer -- player: \b18f: Apply rate advice\nin media content selection\b[number=~qno~q];~nplayer-~gserver: 18g: Request Media Segment(s)\n(\bincluding rate advice inband client data)\b[number=~qno~q];~nserver -- server: \b18h: Process rate advice\ninformation\b[number=~qno~q];~n~n/* 19 */~n...: Repeat;~n~|]	Comment by Richard Bradbury (2026-02-05): Early SCONE notification could be provided in steps 7 and 8 too.	Comment by Thomas Stockhammer (26-C): I keep the comment
Figure 5.25.4.2-1: Extended High-level procedure for DASH content to add SCONE notification in UPF
The DASH workflow is extended as follows:
5a 	The Media Player may be configured through an API to use SCONE. This is optional, as typically if the Media Player is capable of SCONE, it would signal this anyway.
13a:	When a transport session is established by the Media Player in the 5GMSd Client, the UPF receives information to apply rate limits.
17:	The Media Player adds early SCONE client notification to QUIC initial packet or TCP.
17a:	The 5GMSd AS identifies that the Media Player is able to consume SCONE rate limit information.
18:	The 5GMSd AS periodically adds a SCONE packet to the media content it delivers to the 5GMSd Client.
18a:	The UPF identifies that the Media Player is able to handle SCONE rate limit information.
18b:	The UPF applies rate throttling according to the configure QER currently in force for the Service Data Flow corresponding to the transport connection.
18c:	The UPF sets Rate Advice in the SCONE packets according to the applied bit rate.
18d:	Media content with SCONE Rate Advice is sent to 5GMSd Client.
18e:	The transport connection endpoint in the Media Player extracts SCONE rate limit information.
NOTE 3:	Details on extraction across layers may require specific implementations. For example, the transport endpoint needs to expose the information to the Media Player. Different options are discussed later.
18f:	The Media Player uses the SCONE rate limit information in the selection of media. (For example, it does not exceed the rate limit for all currently selected Representations).
18g:	If configured, the Media Player reports the signalled rate limit as well as the decisions is has made based on that limit to the 5GMSd AF or 5GMSd AS using a new CMCD key or DASH metric.
18h:	The 5GMSd AS or 5GMSd AF uses the information about rate limits and the reaction of the 5GMSd Client to it, for example to change the provided Representation bit rates, to change operationally, for example change rate limits, etc.
5.25.4.3	AS/SCONE and AS/CMSD for downlink media streaming– generalized extension
This aspect is for further study.
Figure 5.25.4.3-1 provides an extension in which the 5GMSd AS indicates rate limits to the 5GMSd Client. The call flow is based on the procedures defined in clause 5.2.3 of TS 26.501 [15]. Note that in this case, the approach is independent of a specific protocol. However, SCONE packets and CMSD mb headers may be used.
NOTE 1: 	The call flow adds signalling of rate limits to media segments, but it may already be established with manifest request and response.
[image: Msc-generator~|version=8.6.3~|lang=signalling~|size=1131x1409~|text=numbering=yes;~nhscale=auto;~n~nApp[label=~q5GMSd-Aware \nApplication~q];~nplayer[label=~qMedia\nPlayer~q];~nupf[label=~qUPF~q];~npcf[label=~qPCF/SMF/NEF~q];~nsessionHnd[label=~qMedia\nSession\nHandler~q];~naf[label=~q5GMSd\nAF~q];~nserver[label=~q5GMSd\nAS~q];~next[label=~q5GMSd \nApplication \nProvider~q];~n~n/* 1: Service Announcement and Content Discovery (spanning box) */~nApp..ext: Service Announcement and Content Discovery {~n~2App-~gext: Get Media Content Info[number=no];~n~2ext-~gApp: List of Media Content Descriptions\n\-(List of Entry URLs with additional metadata)[number=no];~n};~n~nvspace 5;~n~n/* 2 */~nApp--App: Select\nMedia Content;~n~n/* 3 */~nApp-~gsessionHnd: Initiate media playback\n\-(Media Player Entry);~n~n/* 4 (opt) */~nsessionHnd..af: [tag=~qopt~q]{~n~2sessionHnd~gaf: Service Access Information\nacquisition;~n};~n~n/* 5 */~nApp-~gplayer: Start\nmedia playback\n\-(Media Player Entry);~n~n/* 6-8 */~nplayer~g~gserver: Establish transport session for the manifest;~nplayer-~gserver: Request MPD (Entry Point);~nserver-~gplayer: OK\n\-(MPD);~n~n/* 9-10 */~nplayer--player: Process\nMPD;~nplayer-~gsessionHnd: MPD Rx Notification;~n~n/* 11 (opt) */~nplayer..ext: [tag=~qopt~q]{~n~2player~gext: DRM License acquisition;~n};~n~nvspace 5;~n~n/* 12 */~nplayer--player: Configure playback\npipeline;~n~n/* 13 */~nplayer~g~gupf~g~gserver: Establish transport session for content\n\-(optional Transport Session Parameters);~n~n/* 13a */~npcf~g~gupf: 13a: provide MBR_DL [number=~qno~q];~npcf~g~gserver: 13b: provide MBR_DL [number=~qno~q];~n~n~n/* 14 */~nplayer-~gsessionHnd: Notification\n\-(Transport Session Parameters);~n~n/* 15-16 (loop) */~nplayer..server: [tag=~qloop~q]{~n~2player-~gserver: Request Initialization Information(s);~n~2server-~gplayer: OK\n\-(Initialization Information(s));~n};~n~n/* 17-18 */~nplayer-~gserver: Request Media Segment(s)\n(\bincluding rate limit funcionality\b);~nserver -- server: \b17a: Process notification\nand add inband rate limit\b[number=~qno~q];~nserver-~gupf: Media Content(\bincluding inband rate limit\b);~nupf -- upf: \b18a: identifies that Media Player\nis able to handle inband rate limit\b[number=~qno~q];~nupf -- upf: \b18b: Apply rate\nthrottling\b[number=~qno~q];~nupf -~g player: \b18d: Media Content \n+ inband rate advice\b[number=~qno~q];~nplayer -- player: \b18e: Process inband\nrate advice\b[number=~qno~q];~nplayer -- player: \b18f: Apply rate advice\nin media content selection\b[number=~qno~q];~nplayer-~gserver: 18g: Request Media Segment(s)\n(\bincluding rate advice inband client data)\b[number=~qno~q];~nserver -- server: \b18h: Process rate advice\ninformation\b[number=~qno~q];~n~n/* 19 */~n...: Repeat;~n~|]
Figure 5.25.4.3-1: Extended high-level procedure for DASH content with 5GMSd AS adding in-band rate advice
The DASH workflow is extended as follows:
5a 	The Media Player may be configured through an API to use rate limits signalled in band. This is optional as typically if the Media Player is capable of using in-band rate limits, it would signal this anyway.
13a:	When a transport session is established by the Media Player in the 5GMSd Client, the UPF receives information to apply rate limits.
13b:	The NEF/PCF/SMF exposes the rate limit to the 5GMSd AS.
17:	When requesting media segments, the Media Player indicates to the 5GMSd AS that it is capable of processing in-band rate limits.
17a:	The 5GMSd AS identifies that the Media Player is able to consume in-band rate limit information.
18:	The Media Content includes in-band rate limit information.
18a:	The UPF identifies that the Media Player is able to consume in-band rate limit information.
18b:	The UPF applies rate throttling according to the configure QER currently in force for the Service Data Flow corresponding to the transport connection.
Step 18c is omitted in this procedure.
18d:	Media content with rate limit information is sent to 5GMSd Client.
18e:	The transport connection endpoint in the Media Player extracts rate limit information.
NOTE 3:	Details on extraction across layers may require specific implementations. For example, the transport endpoint needs to expose the information to the Media Player. Different options are discussed later.
18f:	The Media Player uses the rate limit information in the selection of media. (For example, it does not exceed the rate limit for all currently selected Representations).
18g:	If configured, the Media Player reports the signalled rate limit as well as the decisions is has made based on that limit to the 5GMSd AF or 5GMSd AS using a new CMCD key or DASH metric.
18h:	The 5GMSdAS or 5GMSd AF uses the information about rate limits and the reaction of the 5GMSd Client to it, for example to change the provided Representation bit rates, to change operationally, for example change rate limits, etc.
[bookmark: _Toc194067966]=====  CHANGE =====
5.25.5	Gap analysis and requirements
This aspect is for further study.
5.25.5.1	General
Independent of the solution, the following gaps are identified:
1.	Functional updates to Media Player to use the bit rate rate limit advice in its media content selection.
2.	Media Player reporting received and applied in-band rate limit to 5GMSd AS.
3.	Functional extensions of 5GMSd AS to process reporting about in-band rate limits.
5.25.5.2	UPF/SCONE
Specifically for the UPF/SCONE solution described in clauses 5.25.3.1 and 5.25.4.2, the following gaps are identified:
4.	Media Player configuration API to enable the processing of SCONE packets.
5.	Media Player functional extension to add SCONE client notification in the QUIC Initial packet or TCP when initiating a new transport connection with the 5GMSd AS.
6.	AS functional extension to identify that Media Player is able to handle SCONE and adding SCONE packet
7.	5GMS Client extension to extract SCONE information from inbound packets and provide rate advice to the Media Player
5.25.5.3	AS/SCONE
Specifically for the AS/SCONE solution described in clause 5.25.3.2 and the general procedure in clause 5.25.4.3, the following gaps are identified:
8.	Media Player configuration API to enable the processing of SCONE packets.
9.	Media Player functional extension to send a SCONE client notification in the QUIC Initial packet or TCP when initiating a new transport connection with the 5GMSd AS.
10.	5GMSd AS functional extensions to:
a.	Recognise that a Media Player is able to process SCONE packets.
b.	Obtain bit rate rate limits from NEF/SMF/PCF, possibly via the 5GMS AF using AF-based Network Assistance at reference point M3d.	Comment by Richard Bradbury (2026-02-05): My understanding is that an Application Server cannot interact in any way with 5G Core Network Functions, not even via the NEF. This information could, however, be relayed via the 5GMSd AF, which is already able to get throughput advice from the PCF via reference point N5 in relation to AF-based Network Assistance and Dynamic Policies.	Comment by Richard Bradbury (2026-02-05): As an alternative idea, the 5GMSd AS could instantiate an AF-based Network Assistance session in the 5GMSd AF via reference point M3d and obtain bit rate recommendations from the PCF via the 5GMSd AF. The Maf_SessionHandling API is already exposed to all Media AF derivates at reference point M3 by TS 26.510. We would just need to bring AF-based Network Assistance explicitly into the scope of TS 26.501 and TS 26.512.	Comment by Thomas Stockhammer (26-C): addressed
c.	Add SCONE packet with Rate Advice.
11.	5GMS Client extension to extract SCONE information from inbound packets and provide rate advice to the Media Player.
5.25.5.3	AS/CMSD
Specifically for the AS/CMSD solution described in clause 5.25.3.3 and the general procedure in clause 5.25.4.3, the following gaps are identified:
12.	Media Player configuration API to enable the processing of CMSD response headers conveying maximum bit rate.
13.	Media Player functional extension to send a CMSD client notification to the 5GMSd AS in HTTP request messages.
14.	5GMSd AS functional extension to:
a.	Recognise that a Media Player is able to process CMSD response headers conveying maximum bit rate.
b.Obtain bit rate limits via NEF/SMF/PCF, possibly via the 5GMS AF using AF-based Network Assistance at reference point M3d.	Comment by Richard Bradbury (2026-02-05): Dubious. See above.	Comment by Richard Bradbury (2026-02-05): My understanding is that an Application Server cannot interact in any way with 5G Core Network Functions, not even via the NEF. This information could, however, be relayed via the 5GMSd AF, which is already able to get throughput advice from the PCF via reference point N5 in relation to AF-based Network Assistance and Dynamic Policies.	Comment by Richard Bradbury (2026-02-05): As an alternative idea, the 5GMSd AS could instantiate an AF-based Network Assistance session in the 5GMSd AF via reference point M3d and obtain bit rate recommendations from the PCF via the 5GMSd AF. The Maf_SessionHandling API is already exposed to all Media AF derivates at reference point M3 by TS 26.510. We would just need to bring AF-based Network Assistance explicitly into the scope of TS 26.501 and TS 26.512.	Comment by Thomas Stockhammer (26-C): addressed
c.	Add CMSD response header with maximum bit rate to HTTP responses.
13.	5GMS Client extension to extract CMSD information from inbound HTTP response messages and provide rate advice to the Media Player.
[bookmark: _Toc194067967]=====  CHANGE =====	Comment by Richard Bradbury (2026-02-05): Not reviewed properly past here yet.
5.25.6	Candidate solutions
This aspect is for further study.
5.25.6.0	General
In the following, candidate solutions are provided for each of the gaps identified in clause 5.25.3.
5.25.6.1	Media Player updates
A proposed update to support rate limits, following existing implementations should be recommended.
-	dash.js can be configured to use the CMSD "mb" value as a hard upper bound on ABR bit rate selection:
-	If enabled (abr.applyMb = true), the ABR logic restricts the highest selectable representation to mb.
-	If the player is currently playing a representation higher than mb, it should immediately switch down to a bitrate ≤ mb.
RATE_LIMITS provided by SCONE RATE and/or CMSD mb can be used to:
-	Select Representations/Tracks for which the aggregate bitrate does not exceed the RATE_LIMITS
-	The rate_limits are also an indication at for choosing proper bit rates at start-up.
-	In trick play operations and so on, adjustments to player logic may be made.
[bookmark: _Toc194067968]5.25.6.2	Media Player reporting
It may be considered to extend CMCD and DASH Metrics to add the following information:
	Network rate limit
	nrl
	CMCD-Status
	bit(7)
	A rate limit that a network element wants the media client to observe, for example received through a SCONE packet or other policy means.
Values MUST follow the syntax and semantics of what is defined in SCONE.
	Request Event



5.25.6.3	5GMSd AS processing of network rate limit information
If the 5GMSd AS receives information about rate limits that the client obeys, it may for example:
-	provide content such that it fits within the rate limits.
-	may optimize the content for the rate limits.
5.25.6.4	SCONE enablement in 5GMSd Client
The Media Player configuration API defined in clause 13.2.4 of TS 26.512 [16], may be extended with the bold row.
	desired‌Content‌Delivery‌Configuration
	Object
	Desired configuration of content delivery at reference point M4d.

	
	delivery‌Protocols
	array(Enumeration)
	Enumerated values from table 13.2.4-4, listed in decreasing order of preference, to be used by the Media Player for media delivery at reference point M4d.

	
	multipathMode
	Enumeration
	An enumerated value from table 13.2.4-5 indicating a preference on the use of multipath transport connections at reference point M4.
When this is preferred, a multipath-capable Media Player should negotiate the establishment of multipath transport connections according to RFC 8484 [72] or [73] as appropriate for the selected delivery protocol.

	
	enableSCONE
	Boolean
	If set to true the application explicitly asks the client to enable SCONE.



The Transport Connection Status API defined in clause 13.2.6 of TS 26.512 [16], may be extended with the bold row.
	Parameter
	Type
	Definition

	TransportConnectionStatus
	Object
	Status information of a transport connection used for media delivery at reference point M4d.

	
	componentIds
	array(String)
	Identifies which media presentation components are conveyed by this transport connection. Depending on implementation this could, for example, be a set of MPEG-DASH Representation identifiers or a set of Service Location labels.

	
	transportProtocol
	Enumeration
	An enumerated value from table 13.2.6-4 indicating the transport protocol used by this transport connection.

	
	numberOfActivePaths
	Integer
	The current number of active subflows/paths in this transport connection.

	
	networkRateLimit
	Integer
	A bit rate limit that a network element wants the media client to observe.



5.25.6.5	SCONE signalling in 5GMSd Client
The 5GMSd Client, if capable to process SCONE, it is adds a SCONE client notification to QUIC initial packet or TCP.
5.25.6.6	5GMSd AS extensions to SCONE client notification
5GMSd AS functional extension to identify that Media Player is able to handle SCONE and adding SCONE packet as described in clause C.3.2. It adds the SCONE packet without rate advice.
5.25.6.7	5GMSd Client extracts SCONE information
The capability of the 5GMSd Client to process the SCONE information in the protocol end point (QUIC or TCP) and expose the information to the Media Player. Options:
-	An API from the protocol stack exposed to the Media Player.
-	the TCP/QUIC endpoint provides the SCONE information to the ABR client by using a CMSD header within the 5GMSd Client.
5.25.6.8	5GMSd AS receiving rate limits
The following may be provided:
-	The parameter may be added to the exposure.
-	The Network Exposure Function (NEF) may expose selected network information and controls (including QoS/traffic‑influence and certain session constraints) to external Application Functions (AFs) over northbound APIs.
 -	NEF’s northbound APIs (TS 29.522 [43]) include procedures that are closely related to rate and QoS management. However, subscriber‑specific parameters (e.g., exact MBR/plan‑specific throttle) are typically not shared.
Editor’s Note: need to check TS 29.522 [43] if rate limits can be exposed.
5.25.6.9	5GMSd AS extensions to recognise SCONE client notification
5GMSd AS functional extension to recognise that Media Player is able to handle SCONE and adding SCONE packet as defined in clause C.3.3. It adds the SCONE packet with the rate advice received from the NEF/SMF/PCF.
5.25.6.10	CMSD enablement in client
The Media Player configuration API defined in clause 13.2.4 of TS 26.512 [16], may be extended with the bold row.
	desired‌Content‌Delivery‌Configuration
	Object
	Desired configuration of content delivery at reference point M4d.

	
	delivery‌Protocols
	array(Enumeration)
	Enumerated values from table 13.2.4-4, listed in decreasing order of preference, to be used by the Media Player for media delivery at reference point M4d.

	
	multipathMode
	Enumeration
	An enumerated value from table 13.2.4-5 indicating a preference on the use of multipath transport connections at reference point M4.
When this is preferred, a multipath-capable Media Player should negotiate the establishment of multipath transport connections according to RFC 8484 [72] or [73] as appropriate for the selected delivery protocol.

	
	enableCMSD-RL
	Boolean
	If set to true the application explicitly asks the client to enable CMSD maximum bit rate and rate handling.



5.25.6.11	CMSD-RL signalling in 5GMSd Client
The 5GMS client, if capable to process CMSD rate limits, may provide a signal to AS, for example as part of CMCD. 
5.25.6.12	5GMSd AS extensions to CMSD MB client notification
5GMSd AS functional extension to identify that Media Player is able to handle CMSD maximum bit rate and adding the CMSD header as defined in clause C.3.2. It adds the CMSD mb header with the rate advice received from the NEF/SMF/PCF.
5.25.6.12	5GMSd AS extensions to CMSD maximum suggested bit rate client notification
The capability of the 5GMSd Client to process the SCONE information in the HTTP header and expose the information to the Media Player. Options:
-	An API from the protocol stack exposed to the Media Player.
-	Information to the ABR client by using a CMSD header within the 5GMSd Client. The SCONE rate advice is added to HTTP header on the local UE interface,	Comment by Richard Bradbury (2026-02-05): Don’t understand this option yet.
=====  CHANGE =====
5.25.7	Summary and conclusions
Support for SCONE, SCONE-PRO and CMSD in the context of in-band QoS signalling is for further study.
Providing rate limits in media streaming is common. Consistent knowledge of this information is beneficial for improved 5G media streaming operation. Different technologies have been identified:
1.	UPF/SCONE: The UPF sets the rate limits using SCONE packets.
2.	AS/SCONE: The 5GMSd Application Server sets the rate limits using SCONE packets.
3.	AS/CMSD: The 5GMSd Application Server sets the rate limits using CMSD headers.
It is expected the option 1 is suitable to be implemented. However, this option has three downsides:
-	Not all UPFs may be capable to provide signalling of SCONE.
-	The solution is very specific for QUIC, the TCP/IP option is work in progress.
-	No API is defined in the 5GMSd Client to easily expose the information to the Media Player.	Comment by Richard Bradbury (2026-02-05): Think this is the wrong way to think about it.
Hence, a CMSD-based solution is interesting as a complement, as it addresses the above 3 issues. However, this approach requires that the rate limits are exposed to the 5GMS d AS.
Based on the analysis, it seems suitable to address all of the necessary extensions for UPF/SCONE and AS/CMSD options.
=====  CHANGE =====
[bookmark: _Toc194068030]C.2	Common Media Server Data (CMSD)
Common Media Server Data (CMSD) [180] provides parameters to enhance media streaming performance. CMSD uses key–value pairs to allow the flow of information about the state of the origin and the intermediary clients. A client may be an intermediary server or a player. Table C.2-1 provides an overview of the supported headers and the keys in CMSD.
Table C.2-1: Overview of the supported headers and the keys in CMSD
	Header
	Key
	Description

	CMSD-Static
	codec, resolution, duration, encodedBitrate
	Static information about the media object.

	CMSD-Dynamic
	currentBitrate, bufferLevel, playbackPosition, throughputEstimate
	Dynamic information that can change during the session.

	CMSD-Cache
	cacheStatus, cacheHitRatio, cacheExpiration
	Information about the cache status of the media object.

	CMSD-Error
	errorCode, errorDescription
	Reports errors encountered during the media session.

	CMSD-Quality
	videoQuality, audioQuality, qualityAdjustments
	Quality metrics such as video and audio quality.

	CMSD-User
	userID, sessionID, userPreferences
	User-specific data to tailor the media experience.

	CMSD-Session
	sessionStartTime, sessionDuration, sessionID
	Session-related information.

	CMSD-Event
	playbackStart, pause, resume, stop
	Events related to the media session.

	CMSD-Performance
	serverResponseTime, networkLatency, throughput
	Performance metrics.

	CMSD-Content
	contentID, contentType, contentDuration
	Information about the content being delivered.



In addition, SVTA has published a white paper on potential use of CMSD [X3]. The paper investigates how Common Media Server Data (CMSD) parameters can be used to improve streaming performance across the delivery chain—from origin servers to media players. It presents experimental results demonstrating benefits for latency reduction, start-up time, and quality of experience (QoE).
In addition, dash.js, the reference client for DASH streaming, implements a subset of CMSD, namely the support for the following parameters:
1. 	CMSD mb: Maximum Suggested Bit Rate.
 Sent by the server as part of CMSD response headers and provides a server-recommended upper bound for the media player’s video bit rate selection. 
dash.js uses this as follows:
-	The player treats mb as a hard ceiling for ABR bit rate selection.
-	When enabled (abr.applyMb = true), dash.js will:
-	Avoid selecting a set of Representations with aggregate bit rate higher than mb.
-	Throttle down immediately if it is currently playing above that level.
-	Maintain that upper bit rate bound until a new mb value is received, or playback ends.
	Purpose and benefits:
-	Avoids temporary over-aggressive ABR decisions.
-	Prevents oscillations that may occur when the media player overestimates the bit rate.
-	Allows the server (which may have better global visibility) to guide client behaviour.
2. CMSD etp — Estimated Throughput. Provides a server-side throughput estimate, typically measured at the beginning of the response.
 dash.js uses this as follows:
-	dash.js integrates etp into its ABR logic via a weighting mechanism:
-	abr.etpWeightRatio defines how much influence etp has versus the media player’s own measured throughput.
-	Example: value 0.5 means 50% server estimate + 50% client estimate.
-	If etp is provided in the HTTP response conveying the presentation manifest, it can also influence initial rate selection.
	Purpose and benefits:
-	Server-side throughput estimates (e.g., based on transport layer congestion control) are often more accurate, especially in low-latency or chunked transfer scenarios.
-	Reduces ABR oscillation ("ping-pong") caused by noisy media player measurements.
-	Produces smoother rate choices and fewer stall events, as confirmed by CMSD validation studies [X3] .
=====  CHANGE =====
C.3	Standard Communication with Network Elements (SCONE)
C.3.1	Introduction
In September 2024, the issue of Secure Communication of Network Properties (SCONE-PRO) [181] was discussed. It was highlighted in several inputs that bandwidth is and remains a scarce resource, and that video is and will stay the dominant from of media on the Internet. Despite continuous capacity investments, it is hard to keep up with demand needed for video delivery. In the following, a few key issues are highlighted that motivate the work with references to the material:
-	ABR Video Shaping [183]: This presentation introduces ABR video shaping, for which nowadays deep packet inspection and heuristics methods are used to throttle the video flow with a shaper or policer. It also addresses the downsides of policing and shaping and points to the lack of interoperability.
-	How YouTube™ coordinates with some MNOs [184]: This presentation provides insights how YouTube coordinates with some MNOs. An API exists documenting the maximum media rate, provided out-of-band from operator to service provider, and updates to this value be provided. The max bitrate is not exceeded by the format, but at the same time no policing/shaping is applied. The resulting reduced rates reduce costs and improve user experience.
-	SCONE-PRO Problem Statement [185]: The presentation also again highlights traffic shaping issues, including
-	ABR schemes are not perfect and don’t converge quickly, causing poor user experience and stalling as it “ping pong” between qualities.
-	Congestion Controllers are better suited to simple queueing and often make the “ping ponging” worse.
-	The bandwidth estimation of Congestion Controllers (and ABR algorithms) often overshoot significantly due to the burst allowance of the Token Bucket Filter (TBF).
-	The limit imposed by the TBF is artificial – it can support instantaneously more bandwidth, leading to periods of underutilization and difficulty for radio equipment to optimize spectrum usage.
The document further indicates that there are benefits that the video content provider receives maximum instantaneous throughput property from the network, while the shaper is removed or “dialed back”. This would result to move from a congestion-limited approach to an application-limited approach. 
-	An initial draft charter was provided in [186]:
-	Video traffic is 70% of the overall traffic volume on the Internet and is expected to grow to 80% by 2028. Across developed and emerging markets video traffic forms 50-80% of traffic volume on mobile networks. New formats like short form videos have seen tremendous growth in recent years. These growth trends are likely to increase with new populations coming online on mobile-first markets.
-	Local access network conditions may constrain the maximum throughput for a given client, or be so volatile as to rapidly change the maximum throughput throughout the course of a session. In addition, despite capacity augmentation work such as deployment of new generations or new bands of spectrum, capacity augmentation efforts are not keeping pace with growth in demand. These network operators have found it faster and less expensive to invest in shaping (also called throttling) of video traffic on a per-flow basis, which negatively affects video stream quality. This is done for both network management and business motivations. Network operators cannot explicitly measure the degradation to end user quality of experience (QoE) caused by traffic shaping, making this approach open loop.
-	Video traffic usually employs adaptive bit rate (ABR) schemes to dynamically adjust the video quality (and thus the data rate) in response to changing network conditions. Ideally, when a network operator performs traffic shaping, the ABR scheme should adapt the video quality in use to reflect the data rate allowed by shaping, and converge on a bitrate allowed by the shaper. In practice this convergence is extremely difficult to achieve while maintaining a good user experience. Application providers are even designing algorithms to detect the presence of such traffic shapers and estimate the targeted shaping rate, however, these algorithms are likely to be both inaccurate and complex. Instead, it would be beneficial, for both the application provider and network operator, to signal network attributes to the application to self-adapt its video traffic to conform to the specified characteristics. The application provider has the ability to measure end user QoE and therefore can self-adapt with QoE feedback.
-	The Secure Communication of Network Properties (SCONEPRO) Working Group's primary objective is to specify a 'maximum achievable throughput' property for QUIC-based streaming video and an on-path protocol for securely communicating this property from a network device to a client endpoint.
-	Core solution characteristics are documented including:
- 	Flow associativity. The network communicates applicable properties as they relate to specific QUIC connections. This ensures that applications can authorize and apply actions on a per-QUIC connection basis.
-	Single communication channel for both client initiation and network properties. The communication channel is initiated by a client device, just as the end-to-end application flows are also typically initiated by a client. The same communication channel is used to provide network properties to the client.
-	Network properties sent from the network. The network provides the properties to the client. The client might communicate with the network but won't be providing network properties.
-	On-path establishment. That is, no off-path element is needed to establish the communication channel between the entity communicating the properties and the client.
-	Optionality. The communication channel is strictly optional for the functioning of application flows. A client's application flow must function even if the client does not establish the channel.
-	Properties are not directives. A client is not mandated to act on properties received from the network, and the network is not mandated to act in conformance with the properties.

SCONE-PRO BoF sessions at IETF meetings led to the creation of the SCONE Working Group in the IETF Web and Internet Transport area with the first Working Group meeting taking place in November 2024 at IETF 121. The SCONE WG charter [182] maintains some of the objectives of the SCONE-PRO BoF sessions in order to support rate-adaptive applications in delivering optimal user experience based on available network conditions for a given network UDP 4-tuple. In particular, as per [182], the following objectives are in scope:
1.	Establish a mechanism for network elements capable of rate-limiting a UDP 4-tuple to communicate an upper bound on achievable bit rate, termed "throughput advice", to the sender of packets matching the UDP 4-tuple.
2.	Allow an application through the mechanism to receive notifications containing throughput advice for both upstream and downstream traffic from any network elements capable of dropping or delaying packets on the path of a UDP 4-tuple.
3.	Enable the throughput advice as a guideline to enhance user experience given maximum bit rate manageable by a single network element for that user's current connection. The throughput advice is not a strict indicator of network congestion as is intended for adaptive bit rate applications and is not a replacement for congestion control algorithms.
4.	Enable potential dynamic updates to the throughput advice by the network elements.
5.	Determine whether it is necessary for an endpoint to explicitly signal its capability of receiving throughput advice, and whether it is necessary for an endpoint to confirm its receipt of throughput advice.
The SCONE Working Group focussed initially on a solution for QUIC transport with a milestone to submit a standards track protocol communicating "throughput advice" from network elements to the endpoint to the IESG for publication by November 2025.
Meanwhile:
-	A protocol draft was adopted by WG in May 2025 and WG Last Call was started on 19th December 2025 and is to be completed on 20th January 2026. The SCONE protocol [X1] is introduced in more detail in clause C.3.2.
-	Running code from Ericsson, Nokia, Meta, YouTube and Cloudflare was successfully tested during hackathon at IETF#123 (July 2025).
-	Demos by Ericsson and Meta (using Facebook app) at IETF#124 (November 2025) showed improved user experience.
-	A draft was provided to extend SCONE beyond QUIC by defining a new TCP option that allows on‑path network elements (NEs) to provide endpoints with throughput advice, in the same way SCONE packets do for QUIC flows [X2]. Nevertheless, SCONE‑TCP would enable the same rate‑limit visibility as SCONE‑QUIC, but directly inside the TCP stack.
C.3.2	SCONE protocol
C.3.2.1	Introduction
The SCONE protocol [X1] principles are finalized as follows:
-	Throughput advice is encoded in the 6 least significant bits of the first octet of a SCONE packet, as a range with a logarithmic distribution as shown in figure C.3.2-1. The Rate Signal High Bits field consists of the low six bits (0x3f) of the first byte. Together with the most significant bit of the Version field, this forms the 7-bit Rate Signal.
-	The sender can occasionally insert a SCONE packet at the beginning of a UDP datagram containing one or more ordinary QUIC packets.
-	The receiver does not need to acknowledge the throughput advice.
-	There is no "enforcement" of the throughput advice (it is an "advisory" signal only).
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Figure C.3.2-1: SCONE packet
Key characteristics of SCONE throughput advice are summarized thus:
1.	Independent of congestion signals: SCONE’s throughput advice is not a congestion signal and is not intended for use in congestion control algorithms. It complements (but does not replace) traditional congestion control signals.
2.	Unspecified scope: The "scope" of the throughput advice (e.g., whether it reflects one hop or multiple network elements) is not specified, acknowledging that network operators may apply it differently.
3.	Per‑flow signal: Throughput advice applies to a specific QUIC flow, identified by its flow context (usually the UDP 4‑tuple).
4.	Unidirectional: The signal is direction-specific: advice for upstream and downstream may differ, and network elements send advice independently in each direction.
5.	Advisory only: Advice is optional and non-binding; endpoints are not required to follow it. SCONE is designed so that applications can use the advice but not depend entirely on it.
6.	Dynamic updates: Throughput advice may change over time as network conditions or policies change. Network elements can provide continuous or periodic updates.
C.3.2.2	Semantics of Rate Signal
The SCONE advisory bit rate is determined as follows:
-	When sent by a QUIC endpoint, the Rate Signal field in the SCONE packet is set to the initial value 127.
-	Network elements processing the packet along its routing path signal throughput advice by setting Rate Signal to a different value.
-	Throughput advice follows a logarithmic scale defined as:
-	Base rate (b_min) = 100 Kbps
-	Bit rate at value n = b_min × 10n/20
-	Receiving a Rate Signal value of 127 indicates that throughput advice is unknown, either because network elements on the path are not providing advice or they do not support SCONE.
-	All other Rate Signal values (0–126) represent the ceiling of rates advised by the network element(s) along the path.
SCONE packets are sent unencrypted, typically (1) as standalone UDP packet, or (2) using a distinct SCONE packet format visible to the network.
The SCONE specification drafts [X1, X2] state that any on‑path network element capable of rate‑limiting a UDP 4‑tuple may send throughput advice signals to the endpoint as shown in figure C.3.2-2.
[image: ]
Figure C.3.2-2 Propagation of SCONE signal
This means:
-	Multiple network elements along the path are allowed to inject SCONE packets for the same flow.
-	Each network element reports its own view of the maximum allowable rate.
-	There is no aggregation or coordination between network elements defined in the protocol.
C.3.2.3	Early SCONE notification
Early SCONE notification refers to a mechanism where clients proactively signal their willingness to receive SCONE throughput advice before the QUIC connection is fully established. This helps network elements detect SCONE‑capable flows without relying on expensive Deep Packet Inspection (DPI) or decryption of QUIC Initial packets. Instead, clients explicitly mark a new QUIC flow as SCONE-capable as early as possible, typically by appending an easily-visible "SCONE Indication" to the QUIC Initial packet.
SCONE defines a monitoring period, i.e. the time over which throughput advice applies is defined to be a period of 67 seconds. Protocol participants can use a different monitoring period, depending on their role. Senders can limit their send rate over any time period up to 67 seconds. Network elements can monitor and apply limits to send rates using a time period of at least 67 seconds.
==============End of change==============
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