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=====  CHANGE =====
[bookmark: _Toc194067960][bookmark: _Toc194067963]5.25.1.2	void Secure Communication of Network Properties (SCONE-PRO)
At recent IETF meetings, the issue of Secure Communication of Network Properties (SCONE-PRO) [181] had been discussed. It was highlighted in several inputs that bandwidth is and remains a scarce resource, and that video is and will stay the dominant from of media on the Internet. Despite continuous capacity investments, it is hard to keep up with demand needed for video delivery. In the following, a few key issues are highlighted that motivate the work with references to the material:
-	ABR Video Shaping [183]: This presentation introduces ABR video shaping, for which nowadays deep packet inspection and heuristics methods are used to throttle the video flow with a shaper or policer. It also addresses the downsides of policing and shaping and points to the lack of interoperability.
-	How YouTube™ coordinates with some MNOs [184]: This presentation provides insights how YouTube coordinates with some MNOs. An API exists documenting the maximum media rate, provided out-of-band from operator to service provider, and updates to this value be provided. The max bitrate is not exceeded by the format, but at the same time no policing/shaping is applied. The resulting reduced rates reduce costs and improve user experience.
-	SCONE-PRO Problem Statement [185]: The presentation also again highlights traffic shaping issues, including
-	ABR schemes are not perfect and don’t converge quickly, causing poor user experience and stalling as it “ping pong” between qualities.
-	Congestion Controllers are better suited to simple queueing and often make the “ping ponging” worse.
-	The bandwidth estimation of Congestion Controllers (and ABR algorithms) often overshoot significantly due to the burst allowance of the Token Bucket Filter (TBF).
-	The limit imposed by the TBF is artificial – it can support instantaneously more bandwidth, leading to periods of underutilization and difficulty for radio equipment to optimize spectrum usage.
The document further indicates that there are benefits that the video content provider receives maximum instantaneous throughput property from the network, while the shaper is removed or “dialed back”. This would result to move from a congestion-limited approach to an application-limited approach. 
-	An initial draft charter was provided in [186]:
-	Video traffic is 70% of the overall traffic volume on the Internet and is expected to grow to 80% by 2028. Across developed and emerging markets video traffic forms 50-80% of traffic volume on mobile networks. New formats like short form videos have seen tremendous growth in recent years. These growth trends are likely to increase with new populations coming online on mobile-first markets.
[bookmark: _Hlk175171060]-	Local access network conditions may constrain the maximum throughput for a given client, or be so volatile as to rapidly change the maximum throughput throughout the course of a session. In addition, despite capacity augmentation work such as deployment of new generations or new bands of spectrum, capacity augmentation efforts are not keeping pace with growth in demand. These network operators have found it faster and less expensive to invest in shaping (also called throttling) of video traffic on a per-flow basis, which negatively affects video stream quality. This is done for both network management and business motivations. Network operators cannot explicitly measure the degradation to end user quality of experience (QoE) caused by traffic shaping, making this approach open loop.
-	Video traffic usually employs adaptive bit rate (ABR) schemes to dynamically adjust the video quality (and thus the data rate) in response to changing network conditions. Ideally, when a network operator performs traffic shaping, the ABR scheme should adapt the video quality in use to reflect the data rate allowed by shaping, and converge on a bitrate allowed by the shaper. In practice this convergence is extremely difficult to achieve while maintaining a good user experience. Application providers are even designing algorithms to detect the presence of such traffic shapers and estimate the targeted shaping rate, however, these algorithms are likely to be both inaccurate and complex. Instead, it would be beneficial, for both the application provider and network operator, to signal network attributes to the application to self-adapt its video traffic to conform to the specified characteristics. The application provider has the ability to measure end user QoE and therefore can self-adapt with QoE feedback.
-	The Secure Communication of Network Properties (SCONEPRO) Working Group's primary objective is to specify a 'maximum achievable throughput' property for QUIC-based streaming video and an on-path protocol for securely communicating this property from a network device to a client endpoint.
-	Core solution characteristics are documented including:
- 	Flow associativity. The network communicates applicable properties as they relate to specific QUIC connections. This ensures that applications can authorize and apply actions on a per-QUIC connection basis.
-	Single communication channel for both client initiation and network properties. The communication channel is initiated by a client device, just as the end-to-end application flows are also typically initiated by a client. The same communication channel is used to provide network properties to the client.
-	Network properties sent from the network. The network provides the properties to the client. The client might communicate with the network but won't be providing network properties.
-	On-path establishment. That is, no off-path element is needed to establish the communication channel between the entity communicating the properties and the client.
-	Optionality. The communication channel is strictly optional for the functioning of application flows. A client's application flow must function even if the client does not establish the channel.
-	Properties are not directives. A client is not mandated to act on properties received from the network, and the network is not mandated to act in conformance with the properties.
As 5G Media Streaming provides functionalities that are similar and aligned to the objectives of the IETF work, this key issue will address aspects that investigate how the requirements from SCONE-PRO are met by 5G Media streaming, to what extent SCONE-PRO can be combined with 5G Media Streaming and extensions to 5G Media Streaming would be suitable to address combination with SCONE-PRO.
[bookmark: _Toc194067961]=====  CHANGE =====
5.25.1.3	Standard Communication with Network Elements (SCONE)
The IETF SCONE WG is developing the SCONE protocol [X1] to enable a network to tell an endpoint what the maximum allowed bit rate is for a user ("throughput advice"). The purpose is to avoid traffic shaping and to improve user experience. The principles of protocol are finalized. In summary:
-	Throughput advice is encoded in the 6 least significant bits of the first octet of a SCONE packet, as a range with a logarithmic distribution.
-	The sender can occasionally insert a SCONE packet at the beginning of a UDP datagram containing one or more ordinary QUIC packets.
-	The receiver does not need to acknowledge the throughput advice.
-	There is no "enforcement" of the throughput advice (it is an "advisory" signal only).
SCONE is not necessarily restricted to QUIC: A draft was provided to extend SCONE beyond QUIC by defining a new TCP option that allows on‑path network elements (NEs) to provide endpoints with throughput advice, in the same way SCONE packets do for QUIC flows [X2].
A detailed overview of the SCONE protocol is provided in clause C.3.
SCONE-PRO BoF sessions at IETF meetings led to the creation of the SCONE Working Group in the IETF Web and Internet Transport area with the first Working Group meeting taking place in November 2024 at IETF 121. The SCONE WG charter [182] maintains some of the objectives of the SCONE-PRO BoF sessions in order to support rate-adaptive applications in delivering optimal user experience based on available network conditions for a given network UDP 4-tuple.	Comment by Richard Bradbury (2026-02-05): I think you meant to delete this as well since it’s also moved to annex C.
In particular, as per [182], the following objectives are in scope:
1.	Establish a mechanism for network elements capable of rate-limiting a UDP 4-tuple to communicate an upper bound on achievable bitrate, termed "throughput advice", to the sender of packets matching the UDP 4-tuple.
2.	Allow an application through the mechanism to receive notifications containing throughput advice for both upstream and downstream traffic from any network elements capable of dropping or delaying packets on the path of a UDP 4-tuple.
3.	Enable the throughput advice as a guideline to enhance user experience given maximum bit rate manageable by a single network element for that user's current connection. The throughput advice is not a strict indicator of network congestion as is intended for adaptive bitrate applications and is not a replacement for congestion control algorithms.
4.	Enable potential dynamic updates to the throughput advice by the network elements.
5.	Determine whether it is necessary for an endpoint to explicitly signal its capability of receiving throughput advice, and whether it is necessary for an endpoint to confirm its receipt of throughput advice.
The SCONE Working Group will focus initially on a solution for QUIC transport with a milestone to submit a standards track protocol communicating "throughput advice" from network elements to the endpoint to the IESG for publication by November 2025.
=====  CHANGE =====
C.3	Standard Communication with Network Elements (SCONE)
C.3.1	Introduction
In September 2024, the issue of Secure Communication of Network Properties (SCONE-PRO) [181] was discussed. It was highlighted in several inputs that bandwidth is and remains a scarce resource, and that video is and will stay the dominant from of media on the Internet. Despite continuous capacity investments, it is hard to keep up with demand needed for video delivery. In the following, a few key issues are highlighted that motivate the work with references to the material:
-	ABR Video Shaping [183]: This presentation introduces ABR video shaping, for which nowadays deep packet inspection and heuristics methods are used to throttle the video flow with a shaper or policer. It also addresses the downsides of policing and shaping and points to the lack of interoperability.
-	How YouTube™ coordinates with some MNOs [184]: This presentation provides insights how YouTube coordinates with some MNOs. An API exists documenting the maximum media rate, provided out-of-band from operator to service provider, and updates to this value be provided. The max bitrate is not exceeded by the format, but at the same time no policing/shaping is applied. The resulting reduced rates reduce costs and improve user experience.
-	SCONE-PRO Problem Statement [185]: The presentation also again highlights traffic shaping issues, including
-	ABR schemes are not perfect and don’t converge quickly, causing poor user experience and stalling as it “ping pong” between qualities.
-	Congestion Controllers are better suited to simple queueing and often make the “ping ponging” worse.
-	The bandwidth estimation of Congestion Controllers (and ABR algorithms) often overshoot significantly due to the burst allowance of the Token Bucket Filter (TBF).
-	The limit imposed by the TBF is artificial – it can support instantaneously more bandwidth, leading to periods of underutilization and difficulty for radio equipment to optimize spectrum usage.
The document further indicates that there are benefits that the video content provider receives maximum instantaneous throughput property from the network, while the shaper is removed or “dialed back”. This would result to move from a congestion-limited approach to an application-limited approach. 
-	An initial draft charter was provided in [186]:
-	Video traffic is 70% of the overall traffic volume on the Internet and is expected to grow to 80% by 2028. Across developed and emerging markets video traffic forms 50-80% of traffic volume on mobile networks. New formats like short form videos have seen tremendous growth in recent years. These growth trends are likely to increase with new populations coming online on mobile-first markets.
-	Local access network conditions may constrain the maximum throughput for a given client, or be so volatile as to rapidly change the maximum throughput throughout the course of a session. In addition, despite capacity augmentation work such as deployment of new generations or new bands of spectrum, capacity augmentation efforts are not keeping pace with growth in demand. These network operators have found it faster and less expensive to invest in shaping (also called throttling) of video traffic on a per-flow basis, which negatively affects video stream quality. This is done for both network management and business motivations. Network operators cannot explicitly measure the degradation to end user quality of experience (QoE) caused by traffic shaping, making this approach open loop.
-	Video traffic usually employs adaptive bit rate (ABR) schemes to dynamically adjust the video quality (and thus the data rate) in response to changing network conditions. Ideally, when a network operator performs traffic shaping, the ABR scheme should adapt the video quality in use to reflect the data rate allowed by shaping, and converge on a bitrate allowed by the shaper. In practice this convergence is extremely difficult to achieve while maintaining a good user experience. Application providers are even designing algorithms to detect the presence of such traffic shapers and estimate the targeted shaping rate, however, these algorithms are likely to be both inaccurate and complex. Instead, it would be beneficial, for both the application provider and network operator, to signal network attributes to the application to self-adapt its video traffic to conform to the specified characteristics. The application provider has the ability to measure end user QoE and therefore can self-adapt with QoE feedback.
-	The Secure Communication of Network Properties (SCONEPRO) Working Group's primary objective is to specify a 'maximum achievable throughput' property for QUIC-based streaming video and an on-path protocol for securely communicating this property from a network device to a client endpoint.
-	Core solution characteristics are documented including:
- 	Flow associativity. The network communicates applicable properties as they relate to specific QUIC connections. This ensures that applications can authorize and apply actions on a per-QUIC connection basis.
-	Single communication channel for both client initiation and network properties. The communication channel is initiated by a client device, just as the end-to-end application flows are also typically initiated by a client. The same communication channel is used to provide network properties to the client.
-	Network properties sent from the network. The network provides the properties to the client. The client might communicate with the network but won't be providing network properties.
-	On-path establishment. That is, no off-path element is needed to establish the communication channel between the entity communicating the properties and the client.
-	Optionality. The communication channel is strictly optional for the functioning of application flows. A client's application flow must function even if the client does not establish the channel.
-	Properties are not directives. A client is not mandated to act on properties received from the network, and the network is not mandated to act in conformance with the properties.

SCONE-PRO BoF sessions at IETF meetings led to the creation of the SCONE Working Group in the IETF Web and Internet Transport area with the first Working Group meeting taking place in November 2024 at IETF 121. The SCONE WG charter [182] maintains some of the objectives of the SCONE-PRO BoF sessions in order to support rate-adaptive applications in delivering optimal user experience based on available network conditions for a given network UDP 4-tuple. In particular, as per [182], the following objectives are in scope:
1.	Establish a mechanism for network elements capable of rate-limiting a UDP 4-tuple to communicate an upper bound on achievable bitrate, termed "throughput advice", to the sender of packets matching the UDP 4-tuple.
2.	Allow an application through the mechanism to receive notifications containing throughput advice for both upstream and downstream traffic from any network elements capable of dropping or delaying packets on the path of a UDP 4-tuple.
3.	Enable the throughput advice as a guideline to enhance user experience given maximum bit rate manageable by a single network element for that user's current connection. The throughput advice is not a strict indicator of network congestion as is intended for adaptive bitrate applications and is not a replacement for congestion control algorithms.
4.	Enable potential dynamic updates to the throughput advice by the network elements.
5.	Determine whether it is necessary for an endpoint to explicitly signal its capability of receiving throughput advice, and whether it is necessary for an endpoint to confirm its receipt of throughput advice.
The SCONE Working Group focussed initially on a solution for QUIC transport with a milestone to submit a standards track protocol communicating "throughput advice" from network elements to the endpoint to the IESG for publication by November 2025.
Meanwhile:
-	a protocol draft was adopted by WG in May 2025 and WG Last Call was started on Dec 19 and is to be completed on Jan 20. The SCONE protocol [X1] is introduced in more detail in clause C.3.2.
-	Running code from Ericsson, Nokia, Meta, YouTube and Cloudflare was successfully tested during hackathon at IETF#123 (July 2025)
-	Demos by Ericsson and Meta (using Facebook app) at IETF#124 (November 2025) showed improved user experience
-	A draft was provided to extend SCONE beyond QUIC by defining a new TCP option that allows on‑path network elements (NEs) to provide endpoints with throughput advice, in the same way SCONE packets do for QUIC flows [X2]. Nevertheless, SCONE‑TCP would enable the same rate‑limit visibility as SCONE‑QUIC, but directly inside the TCP stack.
C.3.2	SCONE protocol
C.3.2.1	Introduction
The SCONE protocol [X1] principles are finalized as follows:
-	Throughput advice is encoded in the 6 least significant bits of the first octet of a SCONE packet, as a range with a logarithmic distribution as shown in figure C.3.2-1.
-	The sender can occasionally insert a SCONE packet at the beginning of a UDP datagram containing one or more ordinary QUIC packets.
-	The receiver does not need to acknowledge the throughput advice.
-	There is no "enforcement" of the throughput advice (it is an "advisory" signal only).
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Figure C.3.2-1: SCONE packet
Key characteristics of SCONE throughput advice are summarized thus:
1.	Independent of congestion signals: SCONE’s throughput advice is not a congestion signal and is not intended for use in congestion control algorithms. It complements (but does not replace) traditional congestion control signals.
2.	Unspecified scope: The "scope" of the throughput advice (e.g., whether it reflects one hop or multiple network elements) is not specified, acknowledging that network operators may apply it differently.
3.	Per‑flow signal: Throughput advice applies to a specific QUIC flow, identified by its flow context (usually the UDP 4‑tuple).
4.	Unidirectional: The signal is direction-specific: advice for upstream and downstream may differ, and network elements send advice independently in each direction.
5.	Advisory only: Advice is optional and non-binding; endpoints are not required to follow it. SCONE is designed so that applications can use the advice but not depend entirely on it.
6.	Dynamic updates: Throughput advice may change over time as network conditions or policies change. Network elements can provide continuous or periodic updates.
C.3.2.2	Semantics of Rate Signal
The SCONE advisory bit rate is determined as follows:
-	When sent by a QUIC endpoint, the Rate Signal field in the SCONE packet is set to the initial value 127.
-	Network elements processing the packet along its routing path signal throughput advice by setting Rate Signal to a different value.
-	Throughput advice follows a logarithmic scale defined as:
-	Base rate (b_min) = 100 Kbps
-	Bitrate at value n = b_min × 10n/20
-	Receiving a Rate Signal value of 127 indicates that throughput advice is unknown, either because network elements on the path are not providing advice or they do not support SCONE.
-	All other Rate Signal values (0–126) represent the ceiling of rates advised by the network element(s) along the path.
SCONE packets are sent unencrypted, typically (1) as standalone UDP packet, or (2) using a distinct SCONE packet format visible to the network.
The SCONE specification drafts [X1, X2] state that any on‑path network element capable of rate‑limiting a UDP 4‑tuple may send throughput advice signals to the endpoint as shown in figure C.3.2-2.
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Figure C.3.2-2 Propagation of SCONE signal
This means:
-	Multiple network elements along the path are allowed to inject SCONE packets for the same flow.
-	Each network element reports its own view of the maximum allowable rate.
-	There is no aggregation or coordination between network elements defined in the protocol.
C.3.2.3	Early SCONE notification
Early SCONE notification refers to a mechanism where clients proactively signal their willingness to receive SCONE throughput advice before the QUIC connection is fully established. This helps network elements detect SCONE‑capable flows without relying on expensive Deep Packet Inspection (DPI) or decryption of QUIC Initial packets. Instead, clients explicitly mark a new QUIC flow as SCONE-capable as early as possible, typically by appending an easily-visible "SCONE Indication" to the QUIC Initial packet.
SCONE defines a monitoring period, i.e. the time over which throughput advice applies is defined to be a period of 67 seconds. Protocol participants can use a different monitoring period, depending on their role. Senders can limit their send rate over any time period up to 67 seconds. Network elements can monitor and apply limits to send rates using a time period of at least 67 seconds.
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Figure 1: Propagation of SCONE signal




