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1. Introduction
pCR is created from proposed Tdocs (S4-260133, S4-260115, S4-260234, S4-260234, S4260161) use case proposals to be implemented to TR 26.870 clause 4.2
2. Reason for Change
Agreed use cases from proposed TDocs would be adapted to TR.
3. Proposal
It is proposed to agree the following changes to 3GPP TR 26.870v0.0.1.

[bookmark: _Hlk61529092]* * * First Change * * * *
[bookmark: _Toc122508433][bookmark: _Toc204948586][bookmark: _Toc204948713][bookmark: _Toc206752131][bookmark: _Toc212546992][bookmark: _Toc216796678][bookmark: _Toc219448214]4.2	Use cases and requirements
Editor's note:	This clause defines the architectural and media-related requirements that serve as the foundation for the study. It collects SA1 defined requirements and associated use cases.
[bookmark: _Toc4764647][bookmark: _Toc20215360][bookmark: _Toc193004372]4.2.1	Use case on smart life for aging population with immersive real time communication
The Intelligent immersive calling service is described in clause 9.10 of TR 22.870 
4.2.1.1	Observations	
4.2.1.2	Requirements
4.2.2	Potentially relevant use cases for traffic characterization tests 
Editor's note: Description will be added
4.2.2.1 AI Agent Communication use cases
-	6G AI Agent collaboration with third-party AI using LLM, Clause 6.6 of TR 22.870
-	AI Agents communication (multi-group task-oriented communication), Clause 6.7 of TR 22.870
-	6G system assisted AI agent service, Clause 6.8 of TR 22.870
-	Collaborative AI Agents, Clause 6.9 of TR 22.870
-	Built-in intelligent communication assistant (customized AI assistant for voice/text/gesture interaction), Clause 6.11 of TR 22.870:
4.2.2.2 Generative AI and LLM use cases
-	Retrieval Augmented Generation for LLM, Clause 6.13 of TR 22.870
-	Optimizing user experience for GenAI applications, Clause 6.26 of TR 22.870
-	UE-Network collaboration with AI capabilities (LLM task offloading), Clause 6.31 of TR 22.870
-	AI text-to-video generation supported by computing, Clause 6.33 of TR 22.870
-	6G provided communication service for AI traffic, Clause 6.59 of TR 22.870
4.2.2.3 Real-time AI Inference use cases
-	End-to-end AI for connected cars (in-vehicle AI, edge AI, cloud AI), Clause 6.3 of TR 22.870
-	Intelligent communication assistant, Clause 6.17 of TR 22.870
-	Intelligent calling services, Clause 6.22
-	AI for disability support (real-time video/audio analysis and enhancement), Clause 6.38 of TR 22.870
-	6GS providing low-latency AI inference service, Clause 6.49 of TR 22.870
4.2.2.4 Computing and resource exposure use cases
-	Optimizing 6G infrastructure utilisation via resource exposure, Clause 6.2 of TR 22.870
-	Distributed 6G network for AI computing, Clause 6.24 of TR 22.870
-	Network-assisted video-based AI inference task offloading for mobile embodied AI, Clause 6.28 of TR 22.870
-	6G computing support for AI model inference, Clause 6.34 of TR 22.870
-	Real time video super-resolution service (network-based AI video enhancement), Clause 6.50 of TR 22.870
4.2.3	Use cases to study characteristics of AI-enabled applications
-	Use case on personalised interactive immersive guided tour, Clause 9.12 of TR 22.870
-	Use case on network-assisted video-based AI inference task offloading for mobile embodied AI, Clause 6.28 of TR 22.870
[bookmark: _Hlk201155650]-	Use case on AI-assisted multi-modal communication service, Clause 6.42 of TR 22.870
-	Use case on end-to-end AI for connected cars, Clause 6.3 of TR 22.870
-	Use case on AI/ML model training and inference, Clause 6.25 of TR 22.870
4.2.3.1	Observations	
[ Heterogeneous and Multimodal Mobile application and services
Observation 1: AI-enabled applications and services require heterogenous media types along with AI prompt, AI/ML data AI model parameters (e.g., graph representation, weights) or compressed/uncompressed intermediate data issued from inference tasks, potentially distributed across endpoints. 
Observation 2: Some AI-enabled applications and services (e.g., AR, object detection, scene understanding) require remote AI-based Spatial Computing functions such as those defined in TR 26.819.
QoS granularity and QoE-driven dynamic media adaptation:
Observation 3: The diversity of applications and modalities across AI-enabled applications and services, render the evaluation and classification of traffic characteristics challenging. 
Observation 4: Some AI-enabled applications and services require temporal dependency and synchronization between these different media modalities and AI data, especially for real-time or delay-bound AI inference. 
Observation 5: These applications are characterized by uplink-intensive, bursty or continuous, and multi-modal traffic with diverse latency sensitivity and QoE impact. Multimodal media transmission needs to be adaptive based on the fluctuations in 6G network connectivity, especially in uplink. 
Observation 6: Current QoS frameworks may lack the application and context awareness, granularity, and adaptability needed to accurately characterize and efficiently support such traffic under dynamic 6G network conditions.
Multi-Device Scenarios:
Observation 7: AI-enabled services increasingly operate across heterogeneous multi-devices associated with the same user, rather than being confined to a single UE. Modalities, AI processing may be distributed across the different UEs. 
Observation 8: Existing system assumptions are largely UE-centric and do not address the QoS and QoE requirements of multi-device AI-enabled applications and services.
Observation 9: QoS enhancement and QoE-driven dynamic media adaptation need to operate across heterogenous multi-devices associated with the same user.]
Editor's note:	observations inside brackets are not agreed.

4.2.3.2	Requirements

4.2.3 4.2.4	Embodied video internet for 6G media use cases
4.2.3.1 General
· Use case on network-assisted video-based AI inference task offloading for mobile embodied AI, Clause 6.28 of TR 22.870
· Use case on AI-based video analysis, Clause 6.19 of TR 22.870
· Use case on exposing achievable QoS to aid computational resource selection, Clause 6.11 of TR 22.870
· Built-in intelligent communication assistant (customized AI assistant for voice/text/gesture interaction), Clause 6.11 of TR 22.870
4.2.3.1 embodied multi-modal AI
These are some example embodied AI tasks and corresponding related quality evaluation metrics and methodologies. 
Example embodied AI tasks include but are not limited to:
Explore and explain 
Spot the difference 
Indoor exploration
Vision and language navigation
Based on recent advances, we can learn from them to get an understanding of aspects relevant to 3GPP. 
With regard to deployment in different scenarios of embodied AI, in hazardous scenarios it may be prefere-able to keep the robot/agent simple and offload tasks to the cloud upstream server that is in a safe non-hazardous environment. Similarly in educational settings it may be prefer-able to have a centralised AI processing/model (AI processing models can become large) and many students or learners may make use of servers. In general, current AI models often use cloud based processing. However, for offloading to the cloud network it may be a requirement to provide low latency connectivity suitable for this type of service. Similar arguments may apply in an industrial setting where many robots are executing embodied AI, it may be more efficient to centralise the cloud based processing.
Observation 1: There may be scenarios where AI processing for embodied AI is happening at a cloud or server, in such case, the client could either send raw unprocessed visual data (with standard compression) or pre-processed visual data e.g. embeddings derived from the observations made. 
Observation 2: when the tasks are implemented in a cloud server, given that scenario of real time navigation and interaction with the environment, low latency connectivity and error resilience can become a critical factor.
Observation 3: For embodied AI tasks, the evaluation method is highly task dependent and different metrics are applied for different tasks. 
As stated in TR 22.870, the embodied AI can use AI inferencing in a mobile device, however for more advanced tasks it may benefit from offloading AI processing tasks to the network. Also in different setting there may be benefits to offloading the tasks. 
-  Hazardous environment: it may be preferable to keep the robots simple/light as they may be vulnerable to environmental hazards. 
-  In industrial environments with many robots/agents it may be preferable to centralise the AI processing as robots may make use of similar embodied AI processing
-  In home settings different coupled home devices make use of similar AI processing that could be centralised either at cloud or local home gateway. 
To support such offloading, TR 22.870 already made an investigation of the possible requirements on the device and the network. 
In a simple case, current widely deployed 3GPP codecs are used to distribute content between the clients and the server such as HEVC video coding. Table 6.28.1-1 in TR 22.870 provides some corresponding network requirements for embodied AI using 6 and 8 cameras. Resulting peak data rates could be in the range of 20-100 Mbit.
Observation 4: Offloaded embodied AI may be demanding in bit-rates on the uplink of 20-100 Mbit 
Alternative options may be as shown earlier to use alternative codecs or transmission techniques, either proprietary or based on standardized technologies are shown in Table 4.2.2.X. For audio some similar trade-offs exist.
Table 4.2.2.X transmission requirement multi-modal AI formats for offloading embodied AI and corresponding network requirements
	Transmission Format
	UE requirements
	Network requirements

	3GPP codec e.g. HEVC
	Support HEVC encoding and transmission
	~20-100 Mbit peak (TR 22.870), bursty, uplink peak, ultra-low latency

	Standardized Feature map/codec
	Support standard based feature/image codec
	Unknown peak bit-rate, bursty, ultra-low latency up-link

	Proprietary or open source based e.g. specific embedding or tokenizers 
	Able to compute this representation in software and transmit it to the cloud
	Unknown, bursty, ultra-low latency up link. Enable efficient transmission of related formats and resulting traffic characteristics.
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