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1. Introduction
pCR is created from proposed Tdocs (S4-260133, S4-260115, S4-260234, S4-260234, S4260161) use case proposals to be implemented to TR 26.870 clause 4.2
2. Reason for Change
Agreed use cases from proposed TDocs would be adapted to TR.
3. Proposal
It is proposed to agree the following changes to 3GPP TR 26.870v0.0.1.

[bookmark: _Hlk61529092]* * * First Change * * * *
[bookmark: _Toc219448227][bookmark: _Toc122508433][bookmark: _Toc204948586][bookmark: _Toc204948713][bookmark: _Toc206752131][bookmark: _Toc212546992][bookmark: _Toc216796678][bookmark: _Toc219448214]Annex A:
Use cases and observations to be adopted to section 4.2
A.1	Introduction 
This Annex content will be adopted to clause 4.2 as source of use cases and observations to extract requirements from for work topics in SA4 6G study.
A.2	Requirements
A.2.1	Introduction
This clause aggregates SA1‑defined use cases together with contributor‑provided use cases, ranging from immersive communication to AI‑enabled services and embodied intelligence, with the aim of enabling SA4 to identify media‑related gaps for 6G. By organizing these inputs, this clause supports SA4 in deriving observations and requirements for the current TR and for the work topics described in clause 6.

[bookmark: _Toc4764647][bookmark: _Toc20215360][bookmark: _Toc193004372]A.2.2		Use case on smart life for aging population with immersive real time communication

The Intelligent immersive calling service is described in clause 9.10 of TR 22.870 

This use case aims to introduce AI‑enhanced immersive calling capabilities (e.g., 4K HDR uplink, eye tracking, intention detection) to improve accessibility and communication quality for aging users, ensuring SA4 evaluates architectural and media implications of intelligent multimodal calling.
The contributor’s intent is to highlight real‑world device constraints and cross‑device awareness needs, showing that AI‑driven immersive calling requires high‑resolution uplink video, multimodal sensing and adaptive QoE, thus guiding SA4 to identify media transport and synchronization challenges.


A.2.3	Use cases for traffic characterization tests 
Introduced use cases in this clause are not as requirements proposals, but brought as input to SA4’s traffic characterization and test scenarios work, enabling objective evaluation of AI‑related traffic patterns for 6G media studies.
A.2.3.1		AI Agent Communication use cases
This clause introduces these SA1 use cases to help SA4 analyse iterative, bursty, tool‑calling patterns of multi‑agent interactions, which are essential for defining realistic traffic models and evaluation scenarios.

-	6G AI Agent collaboration with third-party AI using LLM, Clause 6.6 of TR 22.870
-	AI Agents communication (multi-group task-oriented communication), Clause 6.7 of TR 22.870
-	6G system assisted AI agent service, Clause 6.8 of TR 22.870
-	Collaborative AI Agents, Clause 6.9 of TR 22.870
-	Built-in intelligent communication assistant (customized AI assistant for voice/text/gesture interaction), Clause 6.11 of TR 22.870.

A.2.3.2	Generative AI and LLM use cases
These generative AI tasks are provided so SA4 can study the large, asymmetric, and compute‑driven traffic flows of LLM‑based applications, forming the basis for test scenarios involving high‑payload and RAG‑type interactions.

-	Retrieval Augmented Generation for LLM, Clause 6.13 of TR 22.870
-	Optimizing user experience for GenAI applications, Clause 6.26 of TR 22.870
-	UE-Network collaboration with AI capabilities (LLM task offloading), Clause 6.31 of TR 22.870
-	AI text-to-video generation supported by computing, Clause 6.33 of TR 22.870
-	6G provided communication service for AI traffic, Clause 6.59 of TR 22.870

A.2.3.3	Real-time AI Inference use cases
This section includes real‑time inference cases to ensure SA4 can evaluate latency‑critical uplink and streaming behaviour and measure how 6G networks must support stringent delay and reliability requirements.

-	End-to-end AI for connected cars (in-vehicle AI, edge AI, cloud AI), Clause 6.3 of TR 22.870
-	Intelligent communication assistant, Clause 6.17 of TR 22.870
-	Intelligent calling services, Clause 6.22
-	AI for disability support (real-time video/audio analysis and enhancement), Clause 6.38 of TR 22.870
-	6GS providing low-latency AI inference service, Clause 6.49 of TR 22.870

A.2.3.4	Computing and resource exposure use cases
These use cases are introduced with the aim of enabling SA4 to characterize traffic patterns generated by distributed computing and AI offloading, supporting testbed‑driven evaluation of compute‑aware network behaviour.

-	Optimizing 6G infrastructure utilisation via resource exposure, Clause 6.2 of TR 22.870
-	Distributed 6G network for AI computing, Clause 6.24 of TR 22.870
-	Network-assisted video-based AI inference task offloading for mobile embodied AI, Clause 6.28 of TR 22.870
-	6G computing support for AI model inference, Clause 6.34 of TR 22.870
-	Real time video super-resolution service (network-based AI video enhancement), Clause 6.50 of TR 22.870
A.2.4	Use cases to study characteristics of AI-enabled applications
These use cases are introduced to establish the diversity and complexity of XR and AI‑enabled mobile applications, aiming to help SA4 identify multimodality, synchronization, and new media representation challenges relevant to 6G media architecture.

-	Use case on personalised interactive immersive guided tour, Clause 9.12 of TR 22.870
-	Use case on network-assisted video-based AI inference task offloading for mobile embodied AI, Clause 6.28 of TR 22.870
[bookmark: _Hlk201155650]-	Use case on AI-assisted multi-modal communication service, Clause 6.42 of TR 22.870
-	Use case on end-to-end AI for connected cars, Clause 6.3 of TR 22.870
-	Use case on AI/ML model training and inference, Clause 6.25 of TR 22.870

A.2.3.1	Observations	
Observation’s goal is to highlight heterogeneity across modalities (video, audio, 3D, haptics, AI data) and emphasize that SA4 must consider multi‑device operation, temporal alignment, and uplink‑heavy traffic in its evaluation of media behaviour.

[ Heterogeneous and Multimodal Mobile application and services
Observation 1: AI-enabled applications and services require heterogenous media types along with AI prompt, AI/ML data AI model parameters (e.g., graph representation, weights) or compressed/uncompressed intermediate data issued from inference tasks, potentially distributed across endpoints. 
Observation 2: Some AI-enabled applications and services (e.g., AR, object detection, scene understanding) require remote AI-based Spatial Computing functions such as those defined in TR 26.819.
QoS granularity and QoE-driven dynamic media adaptation:
Observation 3: The diversity of applications and modalities across AI-enabled applications and services, render the evaluation and classification of traffic characteristics challenging. 
Observation 4: Some AI-enabled applications and services require temporal dependency and synchronization between these different media modalities and AI data, especially for real-time or delay-bound AI inference. 
Observation 5: These applications are characterized by uplink-intensive, bursty or continuous, and multi-modal traffic with diverse latency sensitivity and QoE impact. Multimodal media transmission needs to be adaptive based on the fluctuations in 6G network connectivity, especially in uplink. 
Observation 6: Current QoS frameworks may lack the application and context awareness, granularity, and adaptability needed to accurately characterize and efficiently support such traffic under dynamic 6G network conditions.
Multi-Device Scenarios:
Observation 7: AI-enabled services increasingly operate across heterogeneous multi-devices associated with the same user, rather than being confined to a single UE. Modalities, AI processing may be distributed across the different UEs. 
Observation 8: Existing system assumptions are largely UE-centric and do not address the QoS and QoE requirements of multi-device AI-enabled applications and services.
Observation 9: QoS enhancement and QoE-driven dynamic media adaptation need to operate across heterogenous multi-devices associated with the same user.]

Editor's note:	observations inside brackets are not agreed.

A.2.4	Embodied video internet for 6G media use cases
embodied video internet and embodied AI use cases are introduced to ensure SA4 studies the extreme uplink, multi‑sensor, and multi‑camera requirements of mobile robots and UAVs, emphasizing the need for network‑assisted inference and real‑time perception in 6G media systems.

· Use case on network-assisted video-based AI inference task offloading for mobile embodied AI, Clause 6.28 of TR 22.870
· Use case on AI-based video analysis, Clause 6.19 of TR 22.870
· Use case on exposing achievable QoS to aid computational resource selection, Clause 6.11 of TR 22.870
· Built-in intelligent communication assistant (customized AI assistant for voice/text/gesture interaction), Clause 6.11 of TR 22.870
* * * End of Changes * * * *




