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1. Introduction
In this contribution, we provide some considerations for 6G Media delivery architecture
2. Reason for change
<Proposals, reason for change, abstract, comments if necessary (optional)>
Provide initial contents for FS_6G_MED.
3. Proposal
1. 	Take this approach into account as 6G Media Delivery Architecture. 
2.  Add the following change to the TR for FS_6G_MED.

Proposed Changes
* * * First Change * * * *
[bookmark: _Toc212546997][bookmark: _Toc216796683][bookmark: _Toc219448219]6.1	Work topic #1: Media delivery architecture
[bookmark: OLE_LINK95]6.1.x	Mult-network Cooperative Media Delivery Architecture
[bookmark: _Toc214542907]6.1.x.1 Description 
1.	Motivation
6G media services are expected to expand to include ultra-high-definition video, immersive XR, spatial media, and generative AI content. Simultaneously, massive simultaneous viewing where numerous users consume the same content in real time and personalized experiences are also required. Satisfying these conflicting requirements through a single delivery network has inherent limitations. Therefore, 6G media delivery architecture can be considered from the perspective of cooperation and combination among multiple delivery paths. 

2.	Architectural Considerations
The 6G media delivery architecture can be designed as a media transmission framework that integrates heterogeneous delivery networks such as broadcast, mobile communication, and fixed IP networks into a unified media delivery system, where each network assumes a distinct role based on the characteristics of the content and operates cooperatively. 
In the 6G media delivery is not a parallel utilization of networks with different characteristics, including broadcast, mobile communication, fixed IP, and satellite networks. Instead, it can be considered as a delivery method in which a single media service is functionally decomposed into constituent elements, and each element is delivered through the most appropriate network in a cooperative manner. In the 6G media delivery architecture, non‑3GPP networks are no longer treated as auxiliary means, but rather as equal delivery resources, with the network can be designed to operate based on such cooperative principles.
3.	Brief Use Case
From a 6G perspective, media can be regarded as a structure that can be decomposed into common content, personalization elements, and interaction and control components. For example, content consumed identically by all users—such as the main video stream of a live sports broadcast—is most efficiently delivered at once via broadcast or multicast‑based networks. Oon the other hand, personalized elements and interactive data, including advertisements, user interfaces, viewpoint selection, and commentary, are delivered on a per‑user basis through unicast or IP networks. This functional role distribution minimizes network load even during large‑scale concurrent viewing and enables the ultra‑personalized media experiences.

4.	Current Standardization Activities
Although these issues were also considered during the development of 5G, standardization efforts primarily focused on parallel network usage, while broadcast standards such as DVB and ATSC have explored interworking structures with 5G networks. Despite ongoing attempts to leverage mobile networks within broadcast environments, broadcast and mobile systems are still largely treated as independent networks. In the context of 6G media delivery networks, common interfaces that enable improved accessibility to non‑3GPP standards, including broadcast systems, need to be considered.

5.	Potential Enhancements
Within Multi‑network Cooperative Media Delivery, the notion of “cooperation” extends beyond simple delivery path switching or traffic offloading. In 6G networks, it becomes possible to operate as media‑aware networks that recognize the semantic meaning and characteristics of media content. The network can dynamically adjust delivery mechanisms between broadcast and unicast, as well as between fixed and mobile networks, by comprehensively considering factors such as the scale of concurrent consumption, latency sensitivity, energy efficiency requirements, and user mobility. These decisions can be performed in real time through AI‑based control functions, and can be realized through cooperation with both user devices and service providers to enable optimal media delivery.

6.	AI Integration
This architecture applies not only to streaming‑based media services in 6G, but also to XR and spatial media services. Base video streams or spatial information that are commonly provided to large numbers of users can be delivered through broadcast paths, while user‑specific viewpoint changes and interaction data can be handled via low‑latency 6G unicast links, thereby achieving both scalability and immersion simultaneously. This implies that 6G is not a network designed to directly accommodate all traffic by itself, but rather serves as a central orchestrator that intelligently coordinates a media delivery ecosystem composed of heterogeneous networks. Non‑3GPP networks, such as broadcast systems, function as scalable networks optimized for large‑scale concurrent delivery, while 6G evolves into a higher‑level platform that provides integrated control over these resources.
Ultimately, the 6G media transmission architecture must enhance its capability to automatically compose the most appropriate combination of networks based on media characteristics, and in this process, the utilization of AI should also be considered.
6.1.x.2 Conclusions
The 6G media architecture considers the coexistence of heterogeneous networks for media services, separating transmission methods for each media element and intelligently integrating them. This enables 6G to simultaneously support massive simultaneous viewing and hyper-personalized, interactive media. This approach can be applied across multicast/broadcast, streaming, XR, and next-generation immersive media.
6.1.x.3 Related Use Cases and Requirements in TR 22.870
 Clause 5.4.2 Support of legacy services
-	Broadcast and Multicast Services, ref TS 22.261.
 Clause 5.9.8 Enhanced Network Service Awareness
- 	[PR 5.9.8.2-1] Based on operator’s policy, the 6G network shall support the ability to allow an authorised 3rd party service provider to provide information of the service characteristics for each traffic flow component of its service/application to the 6G network.
-	[PR 5.9.8.2-2] Based on operator’s policy, the 6G network shall support mechanisms to dynamically adjust and optimise network resources based on the service characteristics, including their predicted changes, provided by the service or application. 
-	[PR 5.9.8.2-3] The 6G system shall provide appropriate charging support for differentiated services per media component (e.g. to meet SLA requirements).
 Clause 11.2 Use case on communication on board of UAM aircrafts
· [PR 11.2.6-2] The 6G System shall support services provided to the UAM applications (for the passengers and devices onboard the aircraft) with the following KPI requirements.
· Table 11.2.6-2: Performance requirements for UAM onboard aircraft services
	Services
	Data rate

	End to end Latency
	Altitude AGL
	Reliability
(note 4)
	Service area

	8K video live broadcast
	 100 Mbps
Traffic from the UAM aircraft 
(note 1)
	200 ms
(note 1)
	up to 1000 m
	95 %
	Urban, scenic area

	
	600 kbps
Traffic towards the UAM aircraft 
(note 1)
	20 ms
(note 1)
	up to 1000 m
	95 %
	

	Video streaming
	4 Mbps for 720p video
9 Mbps for 1080p video
Traffic from the UAM aircraft 
(note 1)
	100 ms
(note 1)
	up to 1000 m
	95 %
	Urban, rural area

	
	100 Mbps for 8K video 
Traffic from the UAM aircraft 
(note 1)
	100 ms
(note 1)
	up to 1000 m
	95 %
	

	Remote controller through HD video
	>=25 Mbps
Traffic from the UAM aircraft
(note 1)
	100ms
(note 1)
	up to 1000 m
	99 %
	Urban, rural area

	
	300 kbps
Traffic towards the UAM aircraft
(note 1)
	20 ms
(note 1)
	up to 1000 m
	99 %
	

	Video conferencing or video chat
	25 Mbps 
Traffic from passengers onboard UAM aircraft
(note 1) (note 2)
	100 ms
(note 1)
	up to 1000 m
	99 %
	Urban, rural area

	
	25 Mbps 
Traffic towards passengers onboard UAM aircraft
(note 1) (note 2)
	100 ms
(note 1)
	up to 1000 m
	99 %
	

	Immersive multimedia service (e.g. cloud gaming)
	500 kbps 
Traffic from passengers onboard UAM aircraft
(note 2) 
	50 ms
(note 3)
	up to 1000 m
	99 %
	Urban, rural area

	
	100~500 Mbps 
Traffic towards passengers onboard UAM aircraft
(note 2) (note 5)
	50 ms
(note 3)
	up to 1000 m
	99 %
	

	NOTE 1:	These values are aligned with the KPIs for services provided to the UAV applications in TS 22.125 [35], Table 7.1-1.
NOTE 2:	The value is per passenger; and it is assumed that up to 4 passengers per UAM aircraft use communication services simultaneously.
NOTE 3:	 According to TR 26.928 [50], typically a 50ms latency is required for cloud gaming use case.
NOTE 4:	 According to [306], the reliability of real time services is set to 99%, and that of video streaming is set to 95%.
NOTE 5: 	Data rate is calculated assuming typical parameters (e.g. resolution, refresh rate and compression rate). Some codecs may further drop the bitrate requirement.  



* * * End of Changes * * * *

