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1 [bookmark: _3d3jhtyplydy]Introduction
This contribution proposes use-cases and elaborates on the key characteristics of new applications XR and AI-enabled mobile applications and services. This contribution provides observations and proposals for work topic 2 of the 6GMedia study to enable interoperable and widespread deployment of these services.
2 [bookmark: _1aw50ydmgwr9]Use cases 
The following use-cases are representative of the diversity of XR and mobile AI-enabled applications and services.

For Augmented Reality (AR) applications and services, the insertion of virtual content (including 2D or immersive video) in user’s real environment requires AI-based Spatial Computing functions (e.g., segmentation, semantic perception of the real environment) as those defined in the clause 4.1 of TR 26.819.[26819]

The use case on personalized interactive immersive guided tour (clause 9.12 of TR 22.870) requires AI inference for the proper placement of virtual content in the user’s fast-evolving real environment by ensuring that each group member has a good point of view of the virtual content during the guided tour.

Video or image analysis (e.g., for object detection, scene recognition) on mobile devices often requires remote AI processing with adaptive upstream video quality adjustments (e.g., different resolutions and error tolerance) as described in the use case on network-assisted video-based AI inference task offloading for mobile embodied AI (clause 6.28 of TR 22.870).

For conversational services, including chatbot or avatar-based communication, AI techniques are used for real-time translation, media transformation (e.g., image to video, 2D video to avatar) as described in the use case on AI-assisted multi-modal communication service (clause 6.42 of TR 22.870).

For context-aware recommendation and notification, generative AI is used to answer the user’s questions related to their environment as described in the use case on end-to-end AI for connected car (clause 6.3 of TR 22.870), where an Edge-based AI system responds to a user’s question (e.g., "What is this mountain peak in front of me?") with minimal latency.

The training, transfer, and update of an AI model requires the transmission of AI data (e.g., training data, AI/ML model, AI inference data) as described in the use case on AI/ML model training and inference (clause 6.25 of TR 22.870).

3 Discussion
[bookmark: _c4079jds62yz]3.1 Heterogeneous and Multimodal Mobile application and services
Mobile AI-enabled applications and services are highly heterogeneous and multimodal. Media types encompass a mix of video, image, audio, text, haptics, and sensor data.
Further AI-enabled applications also exchange AI/ML data [TR 26.927] such as prompt/text (e.g., corresponding to user’s request for generative AI), AI model parameters (e.g., graph representation, weights) or compressed/uncompressed intermediate data resulting from inference tasks, potentially distributed across endpoints. (e.g., encrypted embeddings from iOS enhance vision search and Android edge AI [embeddings])
Table-1: Representative multimodality in AI-enabled applications.
	AI Use Case	Comment by Rufael Mekuria: Is the use case list exclusive ?
	 Data and Media Modality
	Potential codecs and data representation formats to be considered	Comment by Rufael Mekuria: How much percent of this type of traffic ? in the end it was about traffic characteristics not about codec/standard development ? for general traffic we also need non standard traffic

	AR
	UL: video, audio, Prompt, Inference data
DL: video, audio, dynamic 3D media (mesh, gaussian, point cloud), haptics, spatial description from inference results (e.g., labels)
	MPEG haptics , Scene description enhancements, dynamic mesh, and upcoming dynamic gaussian splat codecs. 
W3C Media Annotations

	Real-time Object Detection / Scene Understanding
	UL: video/images, prompt, inference data
DL: video/images or audio, haptics, inference results (e.g., labels, bounding boxes)
	Feature representation (e.g., embeddings), MPEG-7 descriptors learned based compression such as MPEG FCM. 

	Speech Recognition / Conversational AI
	UL & DL: Audio, text, inference data 
	ULBC [ULBC], Inference data such as token, embeddings

	Model Learning / Model Updates
	UL & DL: Model, model parameters. (graphs/weights)
	ONNX [ONNX], GGUF [GGUF], MPEG NNC [NNC], 

	Avatar communication services
	3D object or 2D image, audio, haptics, avatar animation stream
	Upcoming MPEG avatar, gaussian and mesh codecs.

	Context-aware recommendation/notification with Generative AI
	audio, video, prompts, inference results (e.g., audio, video or may be annotation, labels, scores, confidence values, coordinates, masks, or structured outputs, etc.)
	W3C Media Annotations, MPEG-7 descriptors 



Observation 1: AI-enabled applications and services require heterogenous media types along with AI prompt, AI/ML data, AI model parameters (e.g., graph representation, weights) or intermediate data (compressed/uncompressed) issued from inference tasks potentially distributed across endpoints. 
Proposition 1: SA4 should study the support of additional media modality and codecs or their enhancements for 6G, building upon 5G and 5GA studies. 	Comment by Rufael Mekuria: Also studying the technology first ? what it means additional media modality does it refer to multimodal AI, is it only for new modality or also for video ? a bit more specific would be helpful.
Proposition 2: SA4 should define terminology applicable for AI/ML data (feature, token, embeddings, latent, intent, etc.), study the relevant AI representation formats to ensure a common understanding across WGs and study which interchangeable format/codecs are applicable. 	Comment by Rufael Mekuria: This is useful if a coding framework is developed which seems not the goal, I have not seen issues on the common understanding. Outside of specific context it is not an easy task, my view is we should develop a reference/example architecture that is as generic as possible capturing the essence of AI/ML based formats and technology.
Observation 2: Some AI-enabled applications and services (e.g., AR, object detection, scene understanding) require remote AI-based Spatial Computing functions such as those defined in TR 26.819.
Proposition 3: SA4 should identify and study a set of spatial compute functions that may benefit from off-device processing for mobile AI-enabled applications and services	Comment by Rufael Mekuria: What does this mean, is the service enabler ?
3.2 QoS granularity and QoE-driven dynamic media adaptation
The traffic characteristics of these applications are uplink-heavy and can differ greatly across modalities. For example, continuous video capture for AI-driven use cases often results in high-rate, periodic uplink traffic, whereas AI applications that process audio or sensor data typically generate lower-rate, aperiodic, and bursty transmissions. Furthermore, the overall traffic composition and intensity can change dynamically in response to user behavior, interaction patterns, mobility patterns, and environmental factors.  
Real-time use cases such as AR and conversational AI demand ultra-low latency and high data rates to support fluid interactive experiences. It is expected that background-learned tasks (possibly unrelated to media services) may occur simultaneously and be demanding on the device and network. To meet these varied requirements, context-awareness needs to be exposed to ensure dynamic adaptation of the different modalities to the 6G network condition, particularly in uplink. These optimizations are key to delivering consistent QoS/QoE for users interacting with pervasive AI-powered devices and demanding XR applications.
[bookmark: _t7262aqvay76]Table-2: Representative AI Traffic Characteristics and Network Requirements
	Comment by Rufael Mekuria: This seems only network requirements also good to distinguish uplink/downlink requirements
	AI Use Case
	Typical Data Rate
	Latency Requirement
	Reliability
	Need for QoE-based dynamic media adaptation

	AR
	High
	Real-time
	Mid
	High

	Real-time Object Detection / Scene Understanding
	High
	Real-time
	Mid
	High

	Speech Recognition / Conversational AI
	Mid
	Real-time
	Mid
	Mid

	Model Learning / Model Updates
	High
	Non-real-time
	Mid
	Low

	Avatar communication services
	High
	Real-time
	Mid
	High

	Context-aware Recommendation / Notification
	Mid
	Real-time
	Mid
	Mid



Observation 3:  The diversity of applications and modalities across AI-enabled applications and services, render the evaluation and classification of traffic characteristics challenging. 	Comment by Rufael Mekuria: Depends there seem to be convergence on some parts like uplink intensity, bursts, even on the traffic model there are a few options on the table. 
Proposition 4: When studying traffic characteristics for AI-enabled applications and services, SA4 should aim at developing generic QoS and QoE mechanisms suitable across the diversity of traffic patterns.	Comment by Rufael Mekuria: QoS is not in SA4, QoE for third party will be tricky to do
Observation 4: Some AI-enabled applications and services require temporal dependency and synchronization between these different media modalities and AI data, especially for real-time or delay-bound AI inference. 
Observation 5: These applications are characterized by uplink-intensive, bursty or continuous, and multi-modal traffic with diverse latency sensitivity and QoE impact. Multimodal media transmission needs to be adaptive based on the fluctuations in 6G network connectivity, especially in uplink. 
Observation 6: Current QoS frameworks may lack the application and context awareness, granularity, and adaptability needed to accurately characterize and efficiently support such traffic under dynamic 6G network conditions.
Proposition 5:  SA4 should study the necessary enhancement to QoS framework enabling finer granularity and context awareness. 	Comment by Rufael Mekuria: Again QoS framework is in SA2, better to stick to traffic characteristics and format properties
Proposal 6: SA4 should specify the procedures for real-time QoE-based adaptation of multimodal media and define QoE metrics for real-time and delay-bound AI inference.	Comment by Rufael Mekuria: Given that communication and format already not standard/converged how can we converge on QoE adaptation which even in DASH is proprietary ?
3.3 New protocols
It is also important to recognize that both AI-enabled services/applications and the underlying transport protocols are rapidly evolving. Advancements in transport protocols (e.g., QUIC-based, HTTP/3-based) are being developed to suit the use-cases described in section 2. These ongoing evolutions can have a substantial impact on the observed traffic characteristics, including latency, reliability, and resource utilization. 
In Rel-19, SA2 specified different techniques for delivering Media Related Information (MRI) – such as PDU Set and dynamic traffic characteristics information – when the XRM traffic is end-to-end encrypted as is the case when QUIC is used. Clause 5.37.9 of TS 23.501 specifies various options for relaying MRI over the N6 interface.
Observation 8:  These new transport protocols will impact the media transmission in terms of reliability, latency, and traffic characteristics.	Comment by Rufael Mekuria: Based on  !?
Proposal 7: SA4 should characterize the impact of QUIC-based protocols on the delivery of AI data and on the traffic characteristics of AI applications and services over QUIC-based protocols especially for real-time or delay-bound applications.	Comment by Rufael Mekuria: Yes but also other protocols ? agree quic is important but there are also others
Observation 9:  In Rel-18 and Rel-19, SA4 has specified solutions in TS 26.522 that enable RTP senders to transmit MRI using RTP header extensions.
Proposal 8: SA4 should study the potential integration of the extensions SA2 has defined for QUIC-based transport solutions into the media delivery architecture. For the RTC architecture, this would be done by leveraging the FS_Q4RTC-MED study and applied to these AI-enabled applications.	Comment by Rufael Mekuria: Good yes
[bookmark: _ymlurfwya0k5][bookmark: _592jtuun96uw]3.4. Multi-Device Scenarios 
AI-enabled services and applications are increasingly deployed across a wide range of mobile and wearable devices, such as smartphones, AI glasses, smartwatches, fitness devices, companion compute devices, etc. These services commonly involve continuous sensing, media capture and processing, on-device or distributed AI inference, and frequent data exchange with the network. AI-enabled services are often inherently multi-devices, with different devices contributing sensing, media, compute, display, or connectivity functions. This trend introduces new QoS and QoE challenges taking into account adaptation of modalities and formats, coordination of AI processing with partial or full offload, as well as correlation of traffics across UEs. [Meta Orion] [Meta glasses] [Meta display glasses]
Observation 7: AI-enabled services increasingly operate across heterogeneous multi-devices associated with the same user, rather than being confined to a single UE. Modalities, AI processing may be distributed across the different UEs. 
Observation 8: Existing system assumptions are largely UE-centric and do not address the QoS and QoE requirements of multi-device AI-enabled applications and services.
Proposal 8: SA4 should study the impact of multi-devices on the QoS and QoE framework. 	Comment by Rufael Mekuria: Supportive a bit more details would be helpfiul
Observation 9: QoS enhancement and QoE-driven dynamic media adaptation need to operate across heterogenous multi-devices associated with the same user.
Proposition 9: SA4 should consider heterogenous multi-devices associated with the same user for the definition of QoE metrics and for the study of potential enhancement to QoS for real-time and delay-bound AI inference.	Comment by Rufael Mekuria: Not sure what this means, again QoS is in SA4 we can only work on using QoS framework in 6G which will come later
[image: ]
Figure 1. UE tethering: AI-enabled services are delivered across multiple user devices, such as smartphones and wearables, where the multi-devices rely on a tethered UE that provides cellular connectivity and coordination via 3GPP and/or non-3GPP links.[R2-2600480]
4 [bookmark: _xwvak43gl3pm]Conclusion 
In this paper, we discuss our views on the key characteristics and requirements of AI enabled mobile applications and services. 

Heterogeneous and Multimodal Mobile application and services
Observation 1: AI-enabled applications and services require heterogenous media types along with AI prompt, AI/ML data AI model parameters (e.g., graph representation, weights) or compressed/uncompressed intermediate data issued from inference tasks, potentially distributed across endpoints. 
Proposition 1: SA4 should study the support of additional media modality and codecs or their enhancements for 6G, building upon 5G and 5GA studies. 
Proposition 2: SA4 should define terminology applicable for AI/ML data (feature, token, embeddings, latent, intent, etc.), study the relevant AI representation formats to ensure a common understanding across WGs and study which interchangeable format/codecs are applicable. 	Comment by Rufael Mekuria: Maybe reference architecture and only focus on terms relevant to 3GPP, only terminology is not enough in my view we need some reference architecture
Observation 2: Some AI-enabled applications and services (e.g., AR, object detection, scene understanding) require remote AI-based Spatial Computing functions such as those defined in TR 26.819.
Proposition 3: SA4 should identify and study a set of spatial compute functions that may benefit from off-device processing for mobile AI-enabled applications and services	Comment by Rufael Mekuria: Supportive of the use case, but not sure what exactly SA4 would study with what goal
QoS granularity and QoE-driven dynamic media adaptation:
Observation 3: The diversity of applications and modalities across AI-enabled applications and services, render the evaluation and classification of traffic characteristics challenging. 
Proposition 4: When studying traffic characteristics for AI-enabled applications and services, SA4 should aim at developing generic QoS and QoE mechanisms suitable across the diversity of traffic patterns.	Comment by Rufael Mekuria: QoS is in SA2 QoE is out of scope for third party service, first step is to find the characteristics of the AI formats and traffic
Observation 4: Some AI-enabled applications and services require temporal dependency and synchronization between these different media modalities and AI data, especially for real-time or delay-bound AI inference. 	Comment by Rufael Mekuria: No only AI also other immersive applications,
Observation 5: These applications are characterized by uplink-intensive, bursty or continuous, and multi-modal traffic with diverse latency sensitivity and QoE impact. Multimodal media transmission needs to be adaptive based on the fluctuations in 6G network connectivity, especially in uplink. 
Observation 6: Current QoS frameworks may lack the application and context awareness, granularity, and adaptability needed to accurately characterize and efficiently support such traffic under dynamic 6G network conditions.
Proposition 5: SA4 should study the necessary enhancement to QoS framework enabling finer granularity and context awareness. 	Comment by Rufael Mekuria: Again QoS is in SA2
Proposal 6: SA4 should specify the procedures for real-time QoE-based adaptation of multimodal media and define QoE metrics for real-time and delay-bound AI inference.
Multi-Device Scenarios:
Observation 7: AI-enabled services increasingly operate across heterogeneous multi-devices associated with the same user, rather than being confined to a single UE. Modalities, AI processing may be distributed across the different UEs. 
Observation 8: Existing system assumptions are largely UE-centric and do not address the QoS and QoE requirements of multi-device AI-enabled applications and services.
Proposal 8: SA4 should study the impact of multi-devices on the QoS and QoE framework. 
Observation 9: QoS enhancement and QoE-driven dynamic media adaptation need to operate across heterogenous multi-devices associated with the same user.
Proposition 9: SA4 should consider heterogenous multi-devices associated with the same user for the definition of QoE metrics and for the study of potential enhancement to QoS for real-time and delay-bound AI inference.
Conclusion
It is proposed to discuss and agree the above proposals as part of the 6GMedia study and document them in the TR, in a section 6.X.
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