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1. Goal
The aim of this document is to define how the complexity of ULBC should be measured or estimated. 
Several input documents have already discussed this topic [1–4]. In [1] and [3], it is proposed to use WMOPS, as done for conventional speech codecs and in previous 3GPP activities. In [2], the use of MACs and a modified version of WMOPS is proposed, whereas [4] places more emphasis on model size.
In the present document, we propose to combine WMOPS for the classical DSP-based parts with GMACs and the number of parameters for the ML-based components.
2. Rationale for the proposed complexity metric
Given that the target hardware and processors on which ULBC will operate are not fixed and may be heterogeneous, the complexity metric characterizing the ULBC codec should not be bound to a platform‑specific implementation. 
The legacy WMOPS measure reflects the complexity of the codec when operating on a DSP, which is mainly relevant for classical DSP‑based modules. However, using only WMOPS implies assessing complexity on DSP‑optimized code, which may be less relevant for other processor types. Also, the WMOPS toolbox does not reflect modern capabilities such as vectorization, which is typically available even on modern DSPs. 
The computational complexity of ML‑based components is dominated by matrix multiplications, whose inference time and energy consumption depend strongly on the target platform and its optimizations. Therefore, it is common in literature to quantify the intrinsic complexity of a ML model by the number of MAC operations together with the number of parameters. The MAC count provides a simple, architecture‑agnostic measure of the computational load of neural inference, while the parameter count is directly related to model size and memory usage and, indirectly, to energy consumption.
It is proposed to combine
· WMOPS for the classical DSP‑based parts, and
· MACs and parameter count for the ML‑based parts,

in the form WMOPS + w · MACs, where w is a ML weighting factor to be defined and expected to be less than 1 to reflect the vectorization capability of the matrix multiplications. The resulting overall complexity metric
· provides an overall estimate of the complexity for hybrid approaches combining DSP and ML components,
· avoids over‑constraining the codec design towards a specific platform, especially for ML components and allow the UE vendors to leverage custom architectures and optimizations (see S4-260233),
· addresses the fact that ML components can be efficiently vectorized and adjusts the complexity counting accordingly
· the computational cost can be freely balanced between the DSP‑based and ML‑based components

This hybrid complexity evaluation approach is intended to offer a balanced trade‑off between continuity with established practice and more suitability for emerging ML‑based codec designs. The following table provides some examples of processing units and their vectorization capabilities which may serve as a basis to derive the ML weighting factor w. 
Table 1 Example capabilities of processing units regarding vectorization
	Chip
	Type
	Vectorization
	Reference

	HiFi 5s
	DSP
	32 8x8 bit MAC
16 32x16 bit MAC
8 32x32 bit MAC
	[5]

	ARM Cortex A55
	CPU
	16 8x8 MAC
8 16x16 MAC (FP)
	[6]



3. Proposal
The source proposes to define a computational complexity metric by counting
· WMOPS for the DSP‑based components,
· MAC for the ML‑based components, and
· combine those to a common value according to WMOPS + w · MACs, where w is a ML weighting factor

Finally, a maximum value needs to be defined as computational complexity limit in design constraints. Based on this principle, a similar metric can be defined for memory counting.
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6.4.3	Complexity metric
The computational complexity metric for ULBC is defined by counting
· WMOPS for the classic DSP‑based components,
· MAC for the ML‑based components, and
· combine those to a common value according to WMOPS + w · MACs, where w is a ML weighting factor to be defined and expected to be less than 1 to reflect the vectorization capability of the matrix multiplications.

This hybrid complexity evaluation approach is intended to offer a balanced trade‑off between continuity with established practice and more suitability for emerging ML‑based codec designs. The following table provides some examples of processing units and their vectorization capabilities which may serve as a basis to derive the ML weighting factor w. 
Table 1 Example capabilities of processing units regarding vectorization
	Chip
	Type
	Vectorization
	Reference

	HiFi 5s
	DSP
	32 8x8 bit MAC
16 32x16 bit MAC
8 32x32 bit MAC
	[5]

	ARM Cortex A55
	CPU
	16 8x8 MAC
8 16x16 MAC (FP)
	[6]



Editor’s note: A maximum value needs to be defined as computational complexity limit in design constraints. Based on this principle, a similar metric can be defined for memory counting. More information provided in [X]

[X] S4-260241 On complexity estimation of ULBC
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