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1. Introduction
During the process of FS_ULBC study [1], some discussion happens on defining complexity metric for the up-coming ultra-low bitrate audio codec. It’s suggested in [2] that MACs of NN model inference should be used as complexity metric for NN-based codec. Other source suggested that WMOPS should be used [3] for all codecs. There’s also suggestion that number of parameters should be used as complexity metric for NN-based codec [4].
2. Discussion 
The source noticed that there exists both DSP-based [5] and neural network-based codec [6] with 1~4kbps support. Also, other source suggested that a wide range of UEs may support ULBC [3]. As a result, we suggest having the following considerations to decide the evaluation metric:
1. Both spatial and time complexity of codec needs to be evaluated
2. For either spatial or time complexity. at least one metrics should work for both signal processing based and neural network-based solutions.
3. The metric shall yield same value on different types of hardware (DSP chips/CPU/NPU/other ASICs). If this is not true, the outcome of such metric should be treated only for information.
3.1. Theoretical Complexity
Many metrics can be used for demonstrating the theoretical complexity of an algorithm, including WMOPS, FLOPS, MACS, TOPS/W, etc. Each of the metrics has its own fit cases:
1. WMOPS (what IVAS codec uses for complexity analysis) was widely adopted, but it requires floating-point C code.
2. FLOPS, MACs, TOPS/W, and model size are more commonly calculated for neural-network-based algorithms, which are not meaningful/ convenient to calculate for evaluating signal processing-based solutions. 
To derive a set of theoretical metrics for all signal processing-based, neural network-based, and hybrid solutions, the source suggests the following approach:
1. Use WMOPS for time complexity for signal processing-based, neural network-based, and hybrid solutions. 
1.1. For WMOPS measurement, use C/C++ code without hardware-specific instructions. 
2. Use number of parameters for spatial complexity for neural network parts of solutions.
2.1. Runtime Complexity
The source also noticed that, for certain neural network-based audio codec, its theoretical complexity couldn’t be easily transformed to real-time factor (RTF) by dividing by the labelled TOPs of NPUs due to various reasons like load condition, their specific set of hardware-implemented operations, etc. Thus, in addition to computational complexity, source believe that runtime complexity should also be addressed. This is achieved by calculating the RTF of an codec solution. Although RTF depends on the test platform performing the evaluation, it is an important indication that if the algorithm can run in real time. Hence, RTF is suggested to be tested and documented for the ULBC solutions, with the clarification of which hardware/platform is used for the testing.
To sum up, the source suggests the following approach:
1. Using RTF for evaluating time complexity. 
2. Using RAM occupation for evaluating spatial complexity. For example, ‘ps’ and ‘size’ tools can be used for such purpose on POSIX-compliant OS.
3. Runtime complexity measurement shall be provided just for information.
4. The hardware/platform used for runtime complexity tests shall be documented.

3. Proposal
The source would like to propose for agreement that: 
1. Both theoretical and runtime complexity shall be analysed for an ultra-low bit rate audio codec. 
2. For theoretical complexity:
1. Using WMOPS for evaluating time complexity. Evaluation should be done using C/C++ code without hardware-specific instructions.
2. Using number of parameters for evaluating spatial complexity for neural network parts of solutions., just for information. 
3. For runtime complexity:
1. Using RTF for evaluating time complexity as evidence for real-time operability. .
2. Using RAM occupation for evaluating spatial complexity.
3. It shall be provided just for information.
4. The hardware/platforms used for the evaluation need to be documented.
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